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Summary 

Supplement 37 to Recommendation ITU-T X.1231 defines a technical framework for countering 

spam based on machine learning (ML). It may help some relevant persons and companies in spam 

management, reduce the benefit losses of users and providers, improve user experience and promote 

the healthy development of telecommunication business. 

This Supplement to Recommendation ITU-T X.1231 provides some general scenarios, and 

characteristics of spam, and defines the general technical framework, and work flows about 

countering spam based on ML. 
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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 

telecommunications, information and communication technologies (ICTs). The ITU Telecommunication 

Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, 

operating and tariff questions and issuing Recommendations on them with a view to standardizing 

telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, 

establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on 

these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 

prepared on a collaborative basis with ISO and IEC. 

 

 

 

NOTE 

This is an informative ITU-T publication. Mandatory provisions, such as those found in ITU-T 

Recommendations, are outside the scope of this publication. This publication should only be referenced 

bibliographically in ITU-T Recommendations. 

 

 

 

 

INTELLECTUAL PROPERTY RIGHTS 

ITU draws attention to the possibility that the practice or implementation of this publication may involve the 

use of a claimed Intellectual Property Right. ITU takes no position concerning the evidence, validity or 

applicability of claimed Intellectual Property Rights, whether asserted by ITU members or others outside of 

the publication development process. 

As of the date of approval of this Recommendation, ITU had not received notice of intellectual property, 

protected by patents/software copyrights, which may be required to implement this Recommendation. 

However, implementers are cautioned that this may not represent the latest information and are therefore 

strongly urged to consult the appropriate ITU-T databases available via the ITU-T website at 

http://www.itu.int/ITU-T/ipr/. 

 

 

 

© ITU 2022 

All rights reserved. No part of this publication may be reproduced, by any means whatsoever, without the 

prior written permission of ITU. 

http://www.itu.int/ITU-T/ipr/


 

  X series – Supplement 37 (09/2022) iii 

Table of Contents 

 Page 

1 Scope ............................................................................................................................  1 

2 References.....................................................................................................................  1 

3 Definitions ....................................................................................................................  1 

3.1 Terms defined elsewhere ................................................................................  1 

3.2 Terms defined in this Supplement ..................................................................  1 

4 Abbreviations and acronyms ........................................................................................  1 

5 Conventions ..................................................................................................................  2 

6 Overview ......................................................................................................................  2 

7 Introduction of ML .......................................................................................................  2 

8 Technical framework for countering spam based on ML .............................................  3 

8.1 General structure ............................................................................................  3 

8.2 Reference model .............................................................................................  3 

8.3 Module functions ............................................................................................  4 

9 Work flows ...................................................................................................................  7 

Bibliography.............................................................................................................................  9 

 

 



 

iv X series – Supplement 37 (09/2022) 

Introduction 

With the development of the information industry, spam is becoming a widespread problem. It can 

pose a great threat to the safe application and dissemination of information, and cause trouble and 

inconvenience in people's lives. In general, spam includes e-mail spam, short message service 

(SMS) spam, multimedia messaging service (MMS) spam, instant messaging spam, harassment 

phone calls, fraudulent phone calls, etc. 

Machine learning is a core field of artificial intelligence (AI) that uses statistical techniques to give 

computer systems the ability to learn from data, without being explicitly programmed. Compared to 

normal information, spam has specific characteristics, such as bulk, repetitiveness, hidden or false 

message origins, etc.; and according to these characteristics, machine learning can learn from this 

data and make predictions by building models. This Supplement to Recommendation ITU-T X.1231 

focuses on countering spam using machine learning. 

 



 

  X series – Supplement 37 (09/2022) 1 

Supplement 37 to ITU-T X-series Recommendations 

ITU-T X.1231 – Supplement on countering spam based on machine learning 

1 Scope 

This Supplement provides a technical framework for countering spam based on machine learning 

(ML) to achieve spam governance and control. This framework specifies functional components, 

work flows of spam recognition and management. In addition, it provides an introduction to ML 

and covers some general scenarios and characteristics of spam. 

2 References 

[ITU-T X.1231]  Recommendation ITU-T X.1231 (2008), Technical strategies for countering 

spam. 

[ITU-T Y.3531]  Recommendation ITU-T Y.3531 (2020), Cloud computing – Functional 

requirements for machine learning as a service. 

3 Definitions 

3.1 Terms defined elsewhere 

This Supplement uses the following terms defined elsewhere: 

3.1.1 machine learning (ML) [b-ITU-T Y.3172]: Processes that enable computational systems 

to understand data and gain knowledge from it without necessarily being explicitly programmed. 

3.1.2 multimedia message (MMS) spam [b-ITU-T X.1247]: Spam sent via MMS. 

3.1.3 SMS spam [b-ITU-T X.1242]: Spam sent via SMS. 

3.1.4 spam over instant messaging [b-ITU-T X.1244]: A spam targeting users of instant 

messaging service. 

3.1.5 spammer [b-ITU-T X.1240]: An entity or a person creating and sending spam. 

3.1.6 voice spam [b-ITU-T X.1246]: Unsolicited, automatically dialled, pre-recorded phone 

calls, usually with the objective of marketing commercial products or services. The content of voice 

spam ranges from advertisement of goods to offensive pornographic materials. Voice spam may 

have various kinds of harmful effects on users and operators. 

3.2 Terms defined in this Supplement 

None. 

4 Abbreviations and acronyms 

This Supplement uses the following abbreviations and acronyms: 

AI  Artificial Intelligence 

ML  Machine Learning 

MMS  Multimedia Messaging Service 

RPC  Remote Procedure Call 

SMS  Short Message Service 
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5 Conventions 

This Supplement uses the following conventions: 

The keywords "is recommended" indicate a requirement which is recommended but which is not 

absolutely required. Thus, this requirement need not be present to claim conformance. 

6 Overview 

With the rapid development of technology, the problem of spam is getting more and more attention. 

Without control measures, spam could lead to immeasurable losses to telecommunication operators, 

service providers and business users and negatively impact common users. Therefore, spam needs 

to be dealt with urgently. To counter spam, it is first needed to understand the scenarios with which 

spam typically appears and its common characteristics.  

Spam is electronic information delivered from spammers to receivers by terminals such as 

computers, mobile phones and so on. It usually spreads over networks, such as communication 

networks and the Internet, and is sent repeatedly in a low-cost way and received in a timely manner. 

Receivers of spam usually do not expect to receive it and spammers do not usually intend to acquire 

recipients' contact information when they send e-mails, multimedia messages and short messages, 

etc. in bulk. Actually, some software programs can be used to gather communication addresses or 

telephone numbers from the web or create communication addresses automatically.  

Spam includes many categories, such as email spam, short message service (SMS) spam, 

multimedia messaging service (MMS) spam, voice spam and instant messaging spam. Generally, no 

matter what type of the spam, they all contain a large number of advertisements, fraud messages, 

phishing messages and even viruses spread unbridled in the network.  

7 Introduction of ML 

Machine learning (ML) is a technique that enables machines or computers to learn how to perform 

tasks. It uses statistical techniques to give computer systems the ability to learn from data, without 

being explicitly programmed.  

Compared to normal information, spam has some specific characteristics, such as bulk, 

repetitiveness, hidden or false message origins, etc. and ML can learn from data from these 

characteristics and make predictions by building models. In fact, there are already many companies 

that use ML to counter spam, for example, using ML to counter iMessage spam, and some 

companies also use ML and artificial intelligence (AI) to counter spam on their websites or 

applications. 

Based on [ITU-T Y.3531], Figure 7-1 illustrates the generic process of ML, which includes ML 

data acquisition, ML data processing, ML model development and ML model deployment. 

 

Figure 7-1 – Generic process of machine learning 

– ML data acquisition collects data for training, which will be grouped into different 

datasets for ML model training, validation and testing. 
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– ML data processing handles data, including removing inaccurate or incomplete data, 

feature selection; scaling; and extraction, in order to improve learning performance or to 

create meaningful information from data. 

– ML model development is to train and optimize the ML model and ML model deployment 

is to utilize the model to perform tasks. 

– ML algorithm is one of the most important parts in ML tasks. It is mainly classified into 

four categories: supervised learning; unsupervised learning; semi-supervised learning; and 

reinforcement learning. It is recommended to choose the appropriate ML algorithm 

according to the practical goals and needs.  

8 Technical framework for countering spam based on ML 

8.1 General structure 

The general structure for countering spam based on ML can be described as in Figure 8-1. It is 

mainly composed of three layers and five logical modules:  

– Data layer: composed of the data preprocessing and model training modules 

– Service layer: composed of the real-time detection and the disposition modules  

– Access layer: composed of the system management module 

 

Figure 8-1 – General structure 

It is recommended to share the feedback of users' data between different domains. 

8.2 Reference model  

The reference model for countering spam based on ML is as shown in Figure 8-2. 
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Figure 8-2 – Reference model 

The interfaces of the reference model are as follows: 

– Interface A is between the data collaboration module and the data preprocessing module. 

Data for different domains collaboration are transmitted through interface A.  

– Interface B is between the data preprocessing module and the model training module. It is 

used to transmit the normalizing data.  

– Interface C is between the model training module and the real-time detection module. It is 

used to transmit the models and the rules, which are used to analyse spam. 

– Interface D is between the data preprocessing module and the disposition module. It is 

used to transmit the spam statistics in order to update the datasets, improve the performance 

of later recognition model. 

– Interface E is between the system management module and the real-time detection module. 

It is used to transmit the management instruction, including selecting models, updating 

models, etc. 

– Interface F is between the system management module and the disposition module. It is 

used to transmit the disposition log, disposition means, management of service states, etc. 

– Interface G is between the system management module and the users. It is used to transmit 

the query of users if the users have some question of the recognition result, the query of 

service subscription, spam report of users, and the alert messages to spammers. 

8.3 Module functions  

8.3.1 Access layer 

The access layer (the outer layer) is connected to the users directly and is mainly responsible for the 

users accessing the filtering system or sending alert message to users, who are also spammers. 

8.3.1.1 Service management module 

The service management module is an integrated service management platform in the structure, 

which includes the following functions: 

– Providing query of service subscription: Spam filtering is a kind of optional services for 

users. Therefore, service providers need to provide a filtering spam function for users' 

subscriptions. If the user has the service subscription, the disposition module will filter the 

spam if it is recognized as a spam by the real-time detection module and the user will not 
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receive the spam again. Otherwise, all messages will be transferred using the normal (non-

filtering) process, and the user will receive spam with wide ranging possibilities. 

– Receiving feedback of users: The service management module provides a mechanism to 

help users send spam reports to itself, which can expand the datasets and may be of great 

help to improve the system performance. At the same time, if the user is recognized as a 

spammer, the system management module will send some alert messages to the user and if 

the user has questions about the result, he can send his questions to the service management 

module. 

– Saving the operation log and system log: The service management module provides 

accounting functions and saves all the operation logs, system logs and statistics 

information. If the user has questions about the result, this part can provide corresponding 

record, which can explain why this user is recognized as a spammer. 

8.3.2 Service layer 

The service layer implements the core functions of the filtering system and it provides a real-time 

detection function and corresponding disposition function. 

8.3.2.1 Real-time detection module 

The functions of the real-time detection module include: 

– Model application: The process of applying the trained model is in this module, which 

requires a proper coding interface (or microservice). It can provide a real-time detection 

function. 

– Automatic model deployment: It is recommended to provide an online automatic model 

deployment and update. The model training module will adjust the model or strategies all 

the time according to the practical results, feedback of users and new datasets. So if there is 

a better model, it will be updated to the real-time detection module. 

8.3.2.2 Disposition module 

The functions of the disposition module include: 

– Making further judgement: After a suspicious user is parted from the definite legitimate 

users, it is recommended to make further judgements to decrease the possibility of false 

alarms, such as manual determinations and feedback from recipients. 

– Disposing: According to the final result and policies, the disposition module may block the 

spam, send alert message to spammers, stop providing service for spammers, etc. 

– Providing disposition log: It is important to send the disposition result to the system 

management module, as well as the message of the spam and the information of spammer. 

– Sending the spam message to the data preprocessing module: After further judgement, 

it is recommended to send the spam message to the data preprocessing module. The data 

preprocessing module will take it as a new data example and use it to improve the 

recognition models. 

8.3.3 Data layer 

The data layer is mainly responsible for preparing the datasets and model training. It is 

recommended to include multiple datasets from different legitimate sources. This data can be stored 

in permanent media such as disks, tapes, etc., as database-format or as text-format. It is also 

recommended to contain multiple model types, such as the traditional ML model, AI model and 

hybrid model. 

8.3.3.1 Data preprocessing 

The functions of the data preprocessing module include: 
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– Data collection: Data collection is one of the most important procedures for high quality 

models. Generally, mass data and reliable sources are two good attributes for training 

datasets. Data will be collected through interfaces, offline files, remote procedure calls 

(RPCs), etc. 

– Whitelist filtering: Some data may be marked as spam wrongly, so it is recommended to 

filter or modify the trusted data through a whitelist. 

– Data normalization: After data collection and whitelist filtering, the data may either not 

have a uniform format or be missing some key attributes. There may be some duplicated 

data as well, so data normalization is recommended to be taken into consideration 

according to the practical tasks and demands.  

Data normalization generally includes data extraction, data cleaning and data conversion as shown 

in Figure 8-3.  

 

Figure 8-3 – Data normalization procedures 

1) Data extraction is to extract useful data from the massive data and appropriately reduce the 

data dimension, which is the primary processing work after data collection and whitelist 

filtering.  

2) Data cleaning is to ensure the accuracy of data through proper correction, completion, 

elimination and other technical operations.  

3) Data conversion is to convert the data into the same format, which is also convenient to 

dispose of in the code.  

8.3.3.2 Model training 

The functions of the model training module include: 

– Dataset generation: The process of dataset generation is very important, because the 

selection of the dimension, quantity and demarcation of the final dataset will have a big 

influence on the accuracy of model selection and model learning.  

 Dataset generation mainly includes dimension reduction and dataset partition: 

• Dimension reduction is used to try to reduce the number of data features, and it is 

usually performed in two ways: feature selection and feature extraction. 

1) Feature extraction may combine some different features to get new features 

according to the relationship between features. Feature extraction will thus change 

the original feature space and have some new features. 

2) Feature selection selects a subset from the original feature space. It is a process of 

choosing which features are more important according to the purpose and practical 

demands. 

– Dataset partition divides the data into three parts: train dataset, validation dataset and test 

dataset.  

1) Train dataset is used to estimate the model. 

2) Validation set is used to adjust the model parameters to obtain the optimal model. 

3) Test set is used to test the performance of the optimal model.  

 These three parts are randomly selected from the sample. One of the most typical dataset 

partitions is that the training dataset accounts for 50% of the total sample, while the others 

account for 25% each. 
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– Model generation: After data preparation, model generation will use different models to 

test datasets and find the best model by comparing the results of those models. Generally, 

model generation includes algorithm selection, model training and model testing as shown 

in Figure 8-4. 

  

Figure 8-4 – Model generation procedures 

1) Algorithm selection: There are four main types of algorithms: supervised learning, 

semi supervised learning, unsupervised learning, and reinforcement learning. 

Algorithm selection needs to consider the datasets and practical demands.  

2) Model training: After algorithm selection, the model training can be carried out. 

Parameters selection and adjustment are recommended to be paid more attention, and 

the model training process needs a lot of time. Those two parts mainly depend on the 

engineer's experience and the difficulty of the algorithm and its parameters.  

3) Model testing will use the training dataset to evaluate the performance. Through this 

part, the accuracy of the model can be further optimized. 

8.3.3.3 Data collaboration 

The functions of the data collaboration module include: 

– Data sharing: It is also recommended to share some data between different domains under 

user permission, regulations and national laws. It helps to expand the amount of the data of 

different domains. 

9 Work flows 

In general, it can be considered that countering spam based on ML consists of eight procedures as 

shown in Figure 9-1.  

 

Figure 9-1 – Countering spam based on ML processing procedures 

– Procedure 1: Subscription 

 Service providers provide a filtering spam service, and the users subscribe to that service by 

using the system management module. It is recommended that the system management 

module provides some simple service subscription methods, such as SMS. 

– Procedure 2: Data preprocessing 

 The work of data preprocessing is mainly preparing data for model training, including data 

collection, filtering and data normalization. After preparing those data, the data 

preprocessing module will send them to the model training module.   
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 It is recommended to get more data in order to gain better performance. The source of data 

mainly contains users' feedback, collaboration with other domains, etc. 

– Procedure 3: Model training 

 The model training will divide those data into different datasets, and then generate some 

models. 

– Procedure 4: Model deployment 

 The system management module will select the best model by comparing the results of 

model training, and send deployment instructions to the real-time detection module, which 

is deployed in the production environment. 

– Procedure 5: Real-time detection 

 The real-time detection module will analyse whether there is a spam or not according to the 

model policies. Once there is a spam confirmed by the model, the real-time detection 

module will send the spam to the disposition module. 

 Since different types of spam have different characteristics, it is recommended to deploy 

multiple different models at the same time. It also needs to adjust or update the model 

according to the practical results. 

– Procedure 6: Disposition 

 The disposition module will make further judgements after receiving the possible results 

from the real-time detection module, and dispose the spam according to rules, such as 

blocking it or sending alert message to the spammers.  

 After that, the disposition module will send the disposition result to the system management 

module. It is also recommended to send the spam message to the data preprocessing module 

as new data examples. 

– Procedure 7: Accounting 

 The system management module will save all the operation log, system log and statistics 

information. 

– Procedure 8: Adjustment and optimization 

 The system management module will adjust the disposition measures and strategies 

according to the user's feedback. In addition, the model training will optimize those model 

and related parameters based on new data samples and the practical results. 

– Procedure 9: Feedback 

 The participation of the spam's receivers will be helpful for countering spam effectively and 

efficiently. They can feedback the spam they received or if the result of spam recognition is 

wrong to the system management module. All the feedbacks may be beneficial to the 

optimization of the system and improve the accuracy of the model.  
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