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Supplement 18 to ITU-T X-series Recommendations 

ITU-T X.1205 – Supplement on guidelines for abnormal traffic detection 
and control on IP-based telecommunication networks 

 

 

Summary 

Telecommunication networks based on the IP protocol face many security threats. One of the most 
important threats is abnormal traffic, which can cause serious impact on the secure and steady 
operation of telecommunication networks. Abnormal traffic attacks consume large quantities of 
network resources and easily lead to network unsteadiness and link blockage. Moreover, abnormal 
traffic attacks have increasingly been aimed at achieving certain business objectives, and are a great 
challenge to telecommunication operators. Therefore, detecting and controlling abnormal traffic 
effectively has become an urgent task for telecommunication operators. 

Supplement 18 to ITU-T X.1205 series of Recommendations identifies abnormal traffic detection 
technologies and control measures for IP-based telecommunication networks. The aim of this 
Supplement is to provide telecommunication operators with a comprehensive guideline for 
monitoring, detecting and controlling abnormal IP traffic. 

 

 

History 

Edition Recommendation Approval Study Group  

1.0 ITU-T X Suppl. 18 2013-04-26 17  
 

 

 

 

 



 

ii X series – Supplement 18 (04/2013) 

FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 
telecommunications, information and communication technologies (ICTs). The ITU Telecommunication 
Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, 
operating and tariff questions and issuing Recommendations on them with a view to standardizing 
telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, 
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on 
these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 
prepared on a collaborative basis with ISO and IEC. 

 

 

 

NOTE 

In this publication, the expression "Administration" is used for conciseness to indicate both a 
telecommunication administration and a recognized operating agency. 

Compliance with this publication is voluntary. However, the publication may contain certain mandatory 
provisions (to ensure, e.g., interoperability or applicability) and compliance with the publication is achieved 
when all of these mandatory provisions are met. The words "shall" or some other obligatory language such as 
"must" and the negative equivalents are used to express requirements. The use of such words does not 
suggest that compliance with the publication is required of any party. 
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Supplement 18 to ITU-T X-series Recommendations 

ITU-T X.1205 – Supplement on guidelines for abnormal traffic detection and 
control on IP-based telecommunication networks 

1 Scope 

This Supplement provides guidelines to telecommunication operators on how to utilize abnormal 
traffic detection and control technologies to protect their IP-based networks. This Supplement also 
describes the impacts of abnormal traffic and provides an overview of abnormal traffic detection 
technologies and control measures. 

2 References 

None.  

3 Definitions 

3.1 Terms defined elsewhere 

None. 

3.2 Terms defined in this Supplement 

This Supplement defines the following terms: 

3.2.1 abnormal traffic: Traffic other than the normal service and signalling traffic that is 
allowed by the network operator. Abnormal traffic is caused by distributed denial of service 
(DDoS), worm attacks, spam, etc. 

3.2.2 abnormal traffic control system: Software systems or hardware products that control 
abnormal traffic based on information produced by the abnormal traffic detection system. 

3.2.3 abnormal traffic detection system: Software systems or hardware products that detect 
abnormal traffic. 

4 Abbreviations and acronyms 

This Supplement uses the following abbreviations and acronyms: 

ACL  Access Control List 

BRAS  Broadband Remote Access Server 

CPU  Central Processing Unit 

DDoS  Distributed Denial of Service 

DoS  Denial of Service 

FIN  Final (one of the control bits in the TCP protocol header) 

FTP  File Transfer Protocol 

IP  Internet Protocol 

IXP  Internet eXchange Point 

MPLS  Multiprotocol Label Switching 

OD  Origin – Destination 

PCA  Principal Component Analysis 
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QoE  Quality of Experience 

QoS  Quality of Service 

RIPE  Réseaux IP Européens 

RST  Reset (one of the control bits in the TCP protocol header) 

TCP  Transmission Control Protocol 

UDP  User Datagram Protocol 

5 Conventions 

None. 

6 Impacts of abnormal traffic on telecommunication networks 

6.1 Impacts on network availability 

Certain types of abnormal traffic can impede or prevent the ability of networks to provide services 
as a result of congestion or service failure of the network equipment and links. A distributed denial 
of service (DDoS) attack is a good example of one type of abnormal traffic that can affect network 
availability. 

A DDoS attack is derived from the traditional denial of service (DoS) attack. A traditional DoS 
attack commonly adopts the one-to-one attack mode. A DoS attack will have a negative impact on a 
target that has limited resources such as, processing ability, memory or bandwidth. However, with 
the rapid increase of computer ability, memory capacity, and network bandwidth, DoS attacks 
initiated by a single host have become ineffective. A DDoS attack makes use of a large number of 
zombie computers, each performing small-scale attacks, but coordinated in their efforts in 
performing large scale distributed DoS attacks, thus resulting in a higher bandwidth, focused attack.  

6.2 Impacts on network quality of service 

Some abnormal traffic can affect the network's quality of service (QoS), by influencing the 
available bandwidth, packet latency and jitter.  

6.3 Impacts on service income 

Some abnormal traffic originates from service applications that are not consistent with the interests 
of network operators. These unexpected services may reduce the income of the operators, who 
consider them as a type of abnormal traffic and thus may put them under control. 

6.4 Impacts on customer's quality of experience 

From a customer's point of view, a decrease in network availability and QoS usually leads to a 
degraded quality of experience (QoE). In addition, some abnormal traffic, such as spam, is not only 
annoying, but also occupies a large portion of a network's bandwidth. Spam also causes network 
equipment to work in a heavy load state for long periods of time, and blocks a customer's normal 
services such as Internet access, e-mail and video-on-demand. This also has a negative impact on 
the customer's QoE. 

7 Abnormal traffic detection technology 

7.1 Anomaly detection 

Anomaly detection methods model the normal state of a network. If current network traffic is 
different from the normal modelled (i.e., baseline) traffic, it is considered abnormal. 
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This method is usually based on a statistical analysis mechanism. The detection accuracy of this 
method is closely related to the establishment algorithm of the normal traffic model. The parameters 
of the algorithm must be chosen carefully and intelligent self-learning capabilities are usually 
needed. 

Because this method does not depend on a database of known attacks (i.e., signatures), it can detect 
unknown attacks, resulting in a lower false negative rate. This is an advantage over the misuse 
detection method described below. However, the false positive rate of the anomaly detection 
method can be higher than that produced using the misuse detection method. 

7.2 Misuse detection 

In misuse detection methods, network traffic data is compared against large databases of 
documented attack signatures. If they match, then the network traffic is considered abnormal.  

An attack knowledge database is one that stores the attack features extracted from known attack 
data. The attack knowledge database is the key factor that influences the detection accuracy of a 
misuse detection method. 

Using a proper matching algorithm, misuse detection can reduce the false positive rate significantly. 
However, the false negative rate is difficult to reduce because this method cannot detect unknown 
new attacks. In addition, small changes of attack features may also result in false negatives. 

7.3 Synthetic analysis 

The main advantage of misuse detection is that the detection accuracy of known attacks can be very 
high. However, its main disadvantage is that it can only detect known attacks. Any new, unknown 
attacks will cause false negatives. Anomaly detection methods can detect known or unknown 
attacks, so the false negative rate can be significantly lowered as compared with misuse detection 
methods. Nevertheless, the main weakness of anomaly detection is that its detection accuracy is not 
very high and there may be many false positives. 

Based on the above analysis, these two methods can be combined to achieve higher efficiency and 
detection of abnormal traffic. The corresponding deployment mode is described below: 

1) Anomaly detection is used first, to provide primary filtering for high bandwidth traffic. 
Then normal traffic can be differentiated and does not need to be inspected further. Only 
the traffic that is different from the normal model needs to be further inspected using the 
misuse detection method, greatly reducing its work load. This deployment mode 
demonstrates its merits in high efficiency and low false negative rates. 

2)  Misuse detection is used to perform accurate feature matching only against the traffic 
identified by anomaly detection, thus taking advantage of its merits in low false positive 
rates. 

NOTE − Some attacks cannot be addressed by either detection mode. 

8 Abnormal traffic control measures 

8.1 Control mode 

There are three ways to control abnormal network traffic: in-path (in-line), out-of-path (bypass), 
and a combination of both (i.e., in-path, out-of-path cooperation). All three are different in several 
aspects, including: deployment, effect, performance, influence on network, etc. 

8.1.1 In-path control 

For the in-path control mode, the detection and control equipment resides directly in the network 
link. This provides an advantage in that the equipment can control or filter the abnormal traffic 
directly as it is detected. However, there are four disadvantages to this control mode: 

http://dict.cnki.net/dict_result.aspx?searchword=%e5%87%86%e7%a1%ae&tjType=sentence&style=&t=accuracy
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The first is the single-point failure. Because the equipment is a necessary element of the network 
link, if the equipment is damaged and no longer works, the network link will be broken. A solution 
to this problem is to add additional equipment as a backup, or implement a bypass switch policy. 

The second problem is the forwarding performance and the ability for detection database updating. 
When traffic load is high and exceeds the process capability of the in-path control equipment, the 
network QoS will be impacted. Moreover, the detection database of the equipment needs to be 
periodically updated. In in-path control mode, the online update of the database is more difficult 
than the offline update. 

The third problem is that routing policies need to be changed in some cases. In some network 
scenarios, the traffic routing path may be asymmetric. In order to allow the abnormal traffic 
detection system to detect full traffic sessions, routing policies must be changed. 

The fourth problem is that the latency introduced by the detection and control equipment under the 
in-path control mode may significantly reduce the customer's QoE for some applications. 

When the detection and control equipment is deployed in a high bandwidth core network (such as 
the 10G metro network), the above problems will become more serious. 

8.1.2 Out-of-path control 

For the out-of-path (i.e., bypass) control mode, the detection and control equipment does not reside 
in the network link directly. Rather, it obtains a complete copy of the network traffic from a mirror 
port and performs the detection analysis on this traffic copy. 

The significant advantage of out-of-path control is that the equipment has no impact on the existing 
network topology. Moreover, performance problems can be solved by adding additional detection 
and control equipment. 

The main problem of the out-of-path mode is traffic control. For applications based on the 
transmission control protocol (TCP), connections can be closed by sending TCP Reset (RST)/Final 
(FIN) packets, or can be slowed down by reducing the TCP session window value. For applications 
using the user datagram protocol (UDP), in order to control abnormal traffic flow, the application 
protocol needs to be analysed, which is difficult and requires a great amount of work. 

8.1.3 In-path out-of-path cooperation 

In this mode, the in-path control equipment and the out-of-path detection equipment cooperate to 
perform the detection and control functions. For example, the out-of-path detection equipment 
sends commands to the in-path equipment such as the broadband remote access server (BRAS) or 
firewall equipment to perform traffic flow control. The advantage of this mode is that it makes use 
of the powerful control functions of the in-line equipment without introducing new fault points into 
the network. 

8.2 Control granularity 

There are two types of traffic control technologies based on the control granularity, as follows. 

8.2.1 Packet-based traffic control 

Packet-based traffic control technology checks each Internet protocol (IP) packet against specific 
access control lists (ACLs) to decide whether the packet can be permitted. The ACLs are defined 
based on the packet header information such as, source IP address, destination IP address, source 
port, destination port, transport protocol type, and packet length. Packet-based traffic control 
technology discards all rejected packets based on ACLs. 

The most obvious advantages of the packet-based traffic control technology are high filtering speed 
and high efficiency. However, because it only controls traffic based on single packets and cannot 
check the protocol session state, the control granularity is limited. Moreover, for the multi-channel 
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protocols (such as file transfer protocol (FTP)) where one or more data channels are negotiated 
dynamically during the session, the port information associated with these channels is not known in 
advance. Therefore, the packet-based traffic control technology is ineffective for these protocols 
since the required ACLs cannot be defined with the necessary (dynamic) port information. 

8.2.2 Session-based traffic control 

Session-based traffic control technology controls traffic based on the session status of the 
application or transport protocols. Session status information of all connections is maintained and 
used for controlling the traffic dynamically. For example, for TCP connections, session-based 
traffic control can detect handshake messages and maintain current handshake status. TCP packets 
which do not coincide with the status information are discarded. 

Session-based traffic control technology supports multichannel protocols. In a multichannel 
protocol scenario, the protocol initiates a control connection with a fixed port and transfers data to 
one or more connections which are negotiated dynamically. Because data transport ports are 
unpredictable, packet-based traffic control technology cannot control the traffic correctly in these 
scenarios. In contrast, the session-based traffic control technology can work well here. The session-
based traffic control technology can observe the protocol status and add ACLs dynamically based 
on the negotiation information of the data channel. When the data channel is disconnected, ACLs 
are deleted accordingly. In this manner, the session-based traffic control technology can correctly 
control multichannel protocol traffic. 
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Appendix I 
 

Overview of anomaly detection algorithms, systems and practices  

I.1 Introduction 

This appendix describes some of the most popular algorithms used in anomaly detection. In 
addition, and some typical work in several network operators group is briefly introduced. 

I.2 Algorithm overview 

In reference to their monitoring scope, anomaly detection systems can be divided into two 
categories: single link anomaly detection systems, and wide-network anomaly detection systems.  

A typical single-link anomaly detection system aims to detect anomalous behaviour of the network 
traffic transferred through a link.  

A wide-network anomaly detection system, however, attempts to detect abnormal behaviour of the 
traffic within a network consisting of multiple links. In order to benefit the analysis, many 
wide-network anomaly detection systems organize the collected network traffic data as 
origin-destination (OD) flows as illustrated in Figure I.1. 
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Figure I.1 – Origin-Destination flows 

I.2.1 Algorithm examples used in single-link anomaly detection systems 

This clause introduces three types of algorithms used in single-link anomaly detection systems: the 
time series analysis algorithm, the wavelet algorithm, and the clustering algorithm. 

Time series analysis algorithms are developed to predict the next value or verify the current state of 
a time series based on historical records. A common feature of time series analysis algorithms is 
that the weights of historical values in the process of predicting future values decrease as time 
passes. [b-Brutlag] proposes a single-link anomaly detection approach based on an enhanced 
Holt-Winters forecasting algorithm. This system organizes the collected traffic data at different time 
points as a time series and uses the enhanced Holt-Winters forecasting algorithm to verify whether 
any abnormal network behaviour is detected on the monitored link. 

Wavelet algorithms use wavelets, which are functions that satisfy certain mathematical 
requirements, to process signals at different scales or resolutions. For example, if a signal is 
analysed with a large time "window", gross features (the low frequency part of the signal) will be 
detected. Similarly, if a signal is analysed with a small time "window", detailed features (the high 
frequency part of the signal) will be detected. [b-Barford] proposes a wavelet-based anomaly 
detection system which uses a wavelet algorithm to divide the signals of the network traffic into 
different frequency-bands and analyses the signals in different bands respectively. In the paper, 
multiple types of anomalies (e.g., flash crowd, DoS) which cause changes of the network traffic in 



 

  X series – Supplement 18 (04/2013) 7 

different frequencies are introduced. By analysing the deviations observed at different bands, this 
system can effectively clarify one type of anomaly from another. 

Clustering algorithms are designed to find patterns in unlabelled data with many dimensions; the 
data similar in certain aspects will be automatically classified into the same cluster. [b-Münz] uses a 
k-means algorithm to construct the anomaly detection system. This work is based on the assumption 
that most traffic volumes transported in the monitored network are normal. Initially, a k-means 
algorithm with unlabelled data, which consists of both normal as well as attack traffic, is trained. 
The group with the largest number of members is regarded as normal traffic, while others are 
treated as attacks. After this, the weighted Euclidean distance function is used to evaluate the 
similarity between an observed data with the centroids of the corresponding traffic clusters. 

I.2.2 Algorithm examples used in wide-network anomaly detection systems 

In this clause, two types of algorithms used in wide-network anomaly detection systems are 
introduced: the Kalman filter, and the clustering analysis and the principal component analysis 
(PCA). 

The Kalman filter is a set of mathematical equations that are able to recursively estimate the state of 
a process, in a way that minimizes the mean of the squared error. This filter supports estimations of 
past, present, and future states, and it can do so even from a series of noisy measurements. [b-Soule] 
proposes a wide-network anomaly detection system which collects traffic data of all the OD flows 
of a monitored network and organizes them as a traffic matrix. In this approach, the Kalman filter 
algorithm is used to predict the future normal state of the traffic matrix. The deviation between the 
predication and the actual observed traffic matrix state thus can be utilized to detect abnormal 
events. 

PCA is able to transform n correlated variables into a sequence of n uncorrelated variables 
(principal components). The principal components are linear combinations of the original variables. 
Typically, the ith principal component of the transformation is the linear combination of the original 
variables with the ith largest variance. In many data sets, the first several principal components 
contribute most of the variance in the original data set, and disregarding the remaining principal 
components only results in minimal loss of the variance. Therefore, the first d principal components 
can be used to express the data in a reduced form, where d < n. [b-Lakhina] makes use of PCA to 
detect traffic anomaly. This approach is able to: 1) correctly identify the underlying OD flow which 
is the source of the anomaly, and 2) accurately estimate the amount of traffic involved in the 
anomalous OD flow. 

I.3 Work in network operator groups 

The North American Network Operators' Group (NANOG), see [b-NANOG], reviews current 
industry best practices for planning and traffic engineering in IP and multi-protocol label switching 
(MPLS) networks. The subjects typically covered include traffic/demand matrices and traffic 
engineering options and approaches, etc. 

In the Latin American and Caribbean Region Network Operators Group (LACNOG), see 
[b-LACNOG], two topics on "traffic engineering" and "peerings, regional traffic exchange and 
Internet exchange points (IXPs)" are being investigated.  

The Test Traffic Working Group of RIPE, see [b-RIPE], uses test traffic boxes located in the 
networks to measure the performance parameters of the Internet. By discussing project results and 
providing comments, the administrative and technical coordination necessary to maintain and 
develop the Internet can be ensured. 

  

http://www.lacnog.org/
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