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providers. Traceback may assist in discovering ingress points, paths, partial paths or sources of 

problematic network events. This information may aid service providers in mitigating such events. 
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Supplement 10 to ITU-T X-series Recommendations 

ITU-T X.1205 – Supplement on usability of network traceback 

1 Scope 

This Supplement provides an overview of traceback capabilities that may be useful in responding to 

network incidents where some knowledge of the source(s) of those incidents is necessary for effective 

cybersecurity responsive measures. It includes descriptions and usability considerations of the 

traceback. 

Traceback, as described in this supplement, may be in conflict with laws and regulation (e.g., secrecy 

of telecommunications or data protection and/or privacy) in some countries or regions, and therefore 

cannot be applied in those countries or regions. Implementers and users of the described mechanisms 

shall comply with all applicable national and regional laws, regulations and policies. 

2 References 

None. 

3 Definitions 

3.1 Terms defined elsewhere 

This Supplement uses the following terms defined elsewhere: 

3.1.1 domain [b-ITU-T M.3010]: A set of managed resources subject to a common management 

policy. 

3.1.2 event [b-ITU-T M.2140]: An instantaneous occurrence that changes the global status of an 

object. This status change may be persistent or temporary, allowing for surveillance, monitoring, and 

performance measurement functionality, etc. Events may or may not generate reports, may be 

spontaneous or planned, may trigger other events, or may be triggered by one or more other events. 

3.2 Terms defined in this supplement 

This Supplement defines the following term: 

3.2.1 traceback: A technique used to discover technical information concerning the ingress points, 

paths, partial paths or sources of a packet or packets causing a problematic network event, generally 

for the purposes of applying mitigation measures. 

4 Abbreviations and acronyms 

This Supplement uses the following abbreviations and acronyms: 

ADSL  Asymmetric Digital Subscriber Line 

DDoS  Distributed Denial of Service 

IP  Internet Protocol 

IPv4  IP version 4 

IPv6  IP version 6 

NAT  Network Address Translation 
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5 Conventions 

None. 

6 Traceback introduction 

IP-based incidents, especially attacks on the network infrastructure, have increased dramatically in 

number and complexity. End users, service providers and network operators are all adversely affected 

by such attacks. 

In order to deal with these attacks, traceback was developed, and it has now evolved for several years. 

Traceback attempts to discover information about the attack source(s) for the purpose of pursuing 

remediation measures. For example, when a distributed denial of service (DDoS) attack occurs, 

network providers along the attack path may be able to detect and mitigate DDoS traffic at the ingress 

points with the help of traceback. 

Traceback has evolved from network operational tools that have existed for a long time and it has 

been included as part of the network management systems and products. Indeed, the basic traceroute 

tool is provided with almost every computer and network element operating system. When combined 

with directory systems such as WHOIS [b-IETF RFC 3912], some basic traceback capabilities can 

be created. These, and other techniques, are examples of the type of traceback used by service 

providers. This Supplement does not describe such techniques but rather the usability considerations 

of traceback. 

Clauses 7 and 8 describe the overview and usability considerations of traceback. 

7 Possible traceback capabilities in networks 

7.1 Source identification 

A service provider seeking to uncover the source of a problematic network event may use traceback 

immediately after the incident has been identified. In the scenario in which the service provider has 

made appropriate investment in, and configuration of, core and edge routers based on the applied 

traceback mechanisms, operators may be able to uncover at the edge router or the incoming physical 

port the source of the problematic network event. Source identification may help operators stop the 

problematic network event or mitigate its impact. 

7.2 Ingress point identification 

A network operator that operates a region/domain (with multiple links to adjacent regions/domains) 

may use traceback to identify the set of links affected by a particular network incident. The ability to 

narrow down the number of affected links may help operators expedite the investigation and, when 

necessary, apply mitigation procedures. 

7.3 Partial path identification 

If traceback is both deployed and possible across multiple regions/domains, it can be used to uncover 

a partial path of widespread attacks. While source identification across multiple regions/domains may 

be difficult under partial traceback deployment, some applications of traceback may be able to 

identify the partial path or multiple paths of a problematic network event, in support of the mitigation 

procedures across multiple regions/domains. 
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8 Potential applications of traceback 

8.1 Application to DDoS attacks 

DDoS attacks are characterized by large amounts of traffic that originates in multiple sources and is 

destined to particular network end resources. It is sent with the intention of rendering the targeted 

resources unavailable to the intended users. Figure 1 shows a typical DDoS attack scenario. The target 

of the DDoS attack is the victim served by Domain/region 1. The DDoS attack not only affects the 

victim but also the resources within Domain/region 1. The attack traffic comes into Domain/region 1 

from Domain/region 2 and Domain/region 3, which belong to different network providers. 

 

Figure 1 – Typical DDoS attack applications 

As DDoS attacks typically attempt to overwhelm the network resources (bandwidth) of the 

connection circuit between the victim and the provider, the victim expects that the network provider 

will block the attack traffic before it reaches the targeted resources. Because DDoS attacks can 

involve hundreds or thousands of sources, or more, sending attack packets, it is difficult to identify 

the source of all such packets. Traceback is useful in this case not for identification of the sources, 

but rather for identification of the ingress points and partial paths within the provider’s network where 

the DDos attack can best be mitigated. Traceback, in this case, helps network providers to determine 

the ingress edge router and affected high value links. 

In the DDoS scenario in Figure 1, the quick solution is dropping DDoS traffic at edge router R1. But 

if the attack traffic has reached R1, there has already been a great deal of unwanted traffic flooding 

the network and other network elements within Domain/region 1, which wastes network bandwidth 

and platform resources. Therefore, by using traceback within Domain/region 1, operators can 

determine specific ingress points from other providers; namely Domain/region 2 and 

Domain/region 3, but not Domain/region 4. Domain/region 1 providers may wish to engage in 

cooperative traceback with Domain/region 2 and Domain/region 3 providers, to enable pushing 

mitigations even further towards attack sources to protect interconnection points. There are, then, 
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several better solutions, like for example, dropping the DDoS attack traffic at R4, the access device 

of Domain/region 3, and at R5, the peering router between Domain/region 1 and Domain/region 3. 

Various factors may affect traceback. There may be various network environments, such as networks 

with IPv4 and IPv6 addresses, networks with different access techniques (e.g., asymmetric digital 

subscriber line (ADSL), cable and Ethernet), etc. In addition, the attacker may be using packets with 

spoofed source addresses, may be located behind network address translations (NATs) and/or may 

have its IP address assigned dynamically. Traceback must consider all of these various network 

environments. 

8.2 Application to misconfiguration issues 

Many network and application issues are caused by misconfiguration. In such situations, operators 

might find such misconfiguration problems with the help of traceback after problematic network 

events have occurred. 

8.3 Application to routing issues 

A domain/region always has several links to adjacent domains/regions. The routing path could be 

managed based on the policies to provide a differentiated service, to load-balance network traffic, etc. 

Therefore, if it is found that traffic from the source domain/region to the destination domain/region 

does not follow existing policies, operators may utilize traceback to identify the path of packets and 

determine where routing problems exist. For example, in Figure 1, there are several paths from 

Domain/region 5 to Domain/region 1 and all the traffic from the former to the latter is expected to 

traverse through L2 based on routing policy. Thus, if L5 is down, upon receiving packets through L2, 

operators in the Domain/region 5 could use traceback to find out the routing issues by ascertaining 

that all packets were transferred through "L6 → Domain/region 4 → L4 → L2". 

 

  



 

  X series – Supplement 10 (01/2014) 5 

Appendix I 

 

Overview of traceback mechanisms research 

This appendix provides an overview of traceback mechanisms, including taxonomy and fundamental 

operations of the key traceback mechanisms. The appendix also specifies the criteria for classifying 

the traceback mechanisms, provides a comparison of various traceback mechanisms according to the 

criteria and describes basic security requirements for traceback mechanisms. 

NOTE – Traceback mechanisms, as described in this appendix, may be in conflict with the laws and regulations 

(e.g., secrecy of telecommunications or data protection/privacy) in some countries or regions and therefore 

cannot be applied in those countries or regions. Implementers and users of the described mechanisms should 

comply with all the applicable national and regional laws, regulations and policies. 

I.1 Abbreviations and acronyms 

This appendix uses the following abbreviations and acronyms: 

AAM  Advanced and Authenticated packet Marking 

AS  Autonomous System  

DDoS  Distributed Denial of Service 

DGA  Data Generation Agent 

DLL  Distributed Link List 

DPM  Deterministic Marking Mechanism 

GRE  Generic Route Encapsulation 

HMAC   Hashed Message Authentication Code 

ID  Identifier 

IDS  Intrusion Detection System 

IPSec  Internet Protocol Security 

ISP  Internet Service Provider  

PPM  Probabilistic Packet Marking 

RID  Real time Inter-network Defence  

SCAR  SPIE Collection And Reduction  

SPIE  Source Path Isolation Engine 

STM  SPIE Traceback Manager 

TCP  Transmission Control Protocol 

TR  Tracking Router  

TTL  Time To Live 

VPN  Virtual Private Network 

I.2 Classification of traceback mechanisms 

Traceback is defined as a technique used to discover technical information concerning the ingress 

points, paths, partial paths or sources of a packet or packets causing a problematic network event, 

generally for the purpose of applying mitigation measures. Traceback mechanisms are classified 
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according to three criteria: connection method, response way and deployment location of the 

traceback module. 

In the first criterion, i.e., the connection method, the mechanisms are classified into transmission 

control protocol (TCP) connection traceback or IP traceback. TCP connection traceback makes use 

of the characteristics of the TCP connection such as a connection-oriented connection. This way 

mainly uses the characteristics of the TCP connection chains for traceback. On the other hand, since 

IP operates in the connectionless mode, IP traceback should make use of logs in the victim system or 

transit network node and trace the attacker's location using the log information. 

In the second criterion, i.e., the response way, the mechanisms are classified either as passive methods 

or active methods. In passive methods, the traceback is initiated when the victim system detects the 

attacks, and should be completed while the attack is still in progress. In active methods, the transit 

network element records the relevant information for traceback as the packets are forwarded and the 

stored traceback-related information is used to construct the attack path back to the source of the 

attack. Currently, many companies are making efforts to develop active preventive systems to block 

in real time the attempt of hacking itself. 

In the third criterion, i.e., the deployment location of traceback module, the mechanisms are classified 

as either network-based traceback or host-based traceback, according to the location where a 

traceback module is installed or deployed. In network-based traceback, the traceback module can be 

installed in the server, router, gateway or other devices forming the physical communication path 

from the attacker to the victim system when the packets pass through the network. In host-based 

traceback, the traceback module can be installed in each host of the networks providing traceback 

with information. 

 

Figure I.1 – Classification of traceback mechanisms according to the connection method 

This clause specifies the criteria for classifying the existing traceback mechanisms: a layer 

implementing traceback mechanism and an action type of each network element. 

Figure I.1 illustrates the classification of traceback mechanisms based on two architectural choices: 

the layer implementing the traceback mechanism and an action type of the traceback element. 

Choice of layer: Layer where the traceback mechanism is implemented – Traceback mechanisms are 

classified into Ethernet layer traceback, IP layer traceback or higher-layer traceback, depending on 

the layer in which the traceback mechanism is operating. Most traceback mechanisms fall under the 
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IP layer traceback category, which is further categorized according to the following choice of action 

type. 

Choice of action type: Action type of the traceback element – Traceback mechanisms are classified 

into four categories depending on the action type of each network element: link testing [b-Stone], 

modification of packets [b-Savage] and [b-Song], messaging, and logging packets [b-Snoeren-1]. 

Link testing traceback tests links between routers; packet modification traceback modifies packets at 

a network element, i.e., a router, to for example mark or encapsulate packets; packet messaging 

traceback sends messages, e.g., ICMP messages from routers to victims; and packet digesting 

traceback stores audit logs of the forwarded packets at the routers to support tracing attack flows. 

I.3 IP layer traceback mechanisms 

This clause describes the basic operations of major existing traceback mechanisms for each category 

of the IP layer traceback mechanisms. 

I.3.1 Traceback with link testing 

The controlled flooding mechanism works by generating a burst of network traffic from the victim's 

network to the upstream network segments and observing how this intentionally-generated flood 

affects the intensity of the incoming attack traffic. Using a map of the known Internet topology around 

the victim, these packet floods are targeted specifically at certain hosts upstream from the victim's 

network; they iteratively flood each incoming network link on the routers closest to the victim's 

network. From the changes in the attack traffic's frequency and intensity, the victim can deduce the 

incoming network link on the upstream router and repeat the same process on the router one level 

above. 

I.3.2 Traceback mechanism with overlay network 

This type of traceback mechanism forwards packets to a certain network point, where they are 

monitored in the network. It can be applicable to an autonomous system (AS) domain. 

Overlay network-based traceback mechanism (so-called CentreTrack): An overlay network-based 

traceback mechanism introduces a tracking router (TR), a special type of router connected to the edge 

router either physically or virtually with an IP tunnel, called generic route encapsulation (GRE) 

tunnel, in a network [b-Stone]. All TRs should optionally be connected to a central TR via the IP 

tunnels, creating a total overlay network. If an attack is detected, a victim node sends the traceback-

related information to the TR which then uses the information to construct the attack connection 

chain. The malicious traffic is routed through the overlay network via the dynamic routing protocol. 

IP traceback with Internet protocol security (IPSec): This mechanism [b-Chang] is configured on 

the assumption that the complete network topology is known to the system. What follows is the 

underlying principle, i.e., if there is an IPSec security association between an arbitrary router and the 

victim, and the attack packets detected are authenticated by the association; the attack is originated 

on some device further than this router. If the packets of the attack are not authenticated by this 

security association, the attack is originated on some device between this router and the victim. By 

establishing these security associations, it is possible to identify a single router or a group of routers 

where the attack was initiated. 

I.3.3 Traceback with packet modification 

The traceback mechanisms in this category modify, append and/or encapsulate packets at routers. 

Those modified packets are analysed at the host node which is usually a victim node. The major 

schemes are described below. 

Probabilistic packet marking: The probabilistic packet marking mechanism is characterized by 

inserting traceback data into the IP packet to be traced, thus marking the packet on its way through 

the various routers on the network to the destination host (Figure I.2). Packets are marked with 
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probability of 1/25. The marked packet stores information about only one link in the attack path. In 

other words, probabilistic packet marking (PPM) is a traceback method that inserts the router's 

information for the packet that passes the router along the attack connection chain so that the victim 

host can construct the attack path taken by the traffic using the ICMP packet, even if an attacker uses 

the spoofed IP address instead of the active IP address. 

Deterministic marking mechanism (DPM): In the deterministic marking mechanism, only the 

ingress router on the attack path marks every packet passing through it with its router IP address 

[b-Belenky03], enabling a victim to identify packets traversing the same paths through the Internet 

on a per packet basis, regardless of the source IP address spoofing. It also uses the 16-bit identification 

field and reserved 1-bit flag field. The IP address is split into two halves of 16 bits each and a 

randomly chosen segment is marked in the identifier (ID) field in the IP header. The 1-bit flag is used 

to inform the victim which fragment is marked in the identifier (ID) field, i.e., "0" indicates the first 

half of the IP address and "1" indicates the second half. As a merit of this mechanism, a network can 

implement it without revealing its internal network topology. 

Advanced and authenticated packet marking (AAM): As an enhanced variant of the PPM scheme 

[b-Song], AAM was designed keeping in mind avoiding the problem of spurious packet markings 

generated in PPM when a router is compromised. There are two variants: an algorithm for advanced 

marking and an algorithm for advanced and authenticated marking scheme. This scheme also uses 

the 16-bit ID field in the IP header which is split into an 11-bit edge field and a 5-bit distance field. 

In the algorithm for advanced marking scheme, as in the PPM, each router marks the packets 

probabilistically. If a router chooses to mark, each router writes, instead of just its address, the hash 

of its IP address in the 11-bit edge field of the IP header and sets the 5-bit distance field to zero. 

Otherwise, a non-marking router checks if the packet has already been marked by an upstream router. 

If the answer is positive, the router overwrites the edge field with the exclusive Or (XOR) of hash of 

its IP address with old content and increments the distance field count. Otherwise, the router just 

increments the distance field count. In the algorithm for advanced and authenticated marking scheme, 

each router in the network is assumed to share with the victim the secret key and use it for generating 

a message authentication code such as the hashed message authentication code (HMAC) 

[b-IETF RFC 2104] to authenticate the markings of a router. Each router applies the HMAC function 

(rather than a plain hash function) to its IP address to authenticate the validity of the markings. Thus, 

AAM provides strong authentication of router markings. Such authenticated marking prevents the 

generation of spoofed marking by any compromised router. 
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Figure I.2 – Probabilistic packet marking 

I.3.4 Traceback with messaging 

In the case of traceback with messaging, routers probabilistically send messages that are best 

described by ICMP traceback [b-Heo]. 

ICMP traceback: This scheme determines the full path of the attack. In case of ICMP traceback 

(Figure I.3), (iTrace), the router residing in the connection chain creates one ICMP packet for a certain 

number of packets passing through it on the way to a victim node,for example, only one ICMP packet 

per 20 000 packets. The ICMP packet generated is then forwarded to the victim node. All the gathered 

ICMP packets are used to determine the connection chain to the victim node at the destination node. 

The iTrace message itself consists of the next and the previous hop information and a time stamp. 

The iTrace message of an ICMP packet includes the traceback information such as the IP address of 

a router residing in the connection chain in the ICMP payload. The initial value of the time to live 

(TTL) field is set to 255 when creating an iTrace message. The TTL field is then used to identify the 

actual path of the attack. 
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Figure I.3 – ICMP traceback 

I.3.5 Traceback with packet logging 

In the case of traceback with packet logging, probabilistically or deterministically categorized routers 

store audit logs of the forwarded packets to support tracing attack flows. Victims consult upstream 

routers to reconstruct the attack paths. The major schemes are described below. 

IP logging: IP logging is designed to identify the true source of a particular IP packet. IP logging 

requires that the intermediate routers log the passage of all IP packets. To consider packet 

transformation, IP logging is based on the invariant portions of 20-octet IPv4 header and the first 

eight octets of the payload. Therefore, IP logging uses an invariant portion of the IP header. Note, 

however, that IP logging requires a large amount of memory to store the 28-octet packet information. 

In order to reduce the storage size, instead of storing the entire 28-octet packet information, hashing 

is done to it, followed by Bloom filter processing [b-Bloom]. By such further refinement, the scheme 

reduces the memory storage requirement in the router to 0.5% of link bandwidth per unit time. It also 

maintains privacy and prevents eavesdropping of legitimate traffic stream. 

Hash-based IP traceback: This approach is introduced in [b-Snoeren-2]. The scheme is officially 

called source path isolation engine (SPIE). In the hash-based traceback, every router captures partial 

information of every packet that passes through the router to be able, in the future, to determine if 

that packet passed through it. In this scheme, such routers are called data generation agents (DGAs). 

DGA functionality is implemented on the routers. The network is logically divided into regions. In 

every region, SPIE collection and reduction (SCAR) agents connect to all DGAs, and they are able 

to query them for the necessary information. The SPIE traceback manager (STM) is a central 

management unit that communicates with the intrusion detection systems (IDSs) of the victims and 

SCAR. 
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As packets traverse the network, digests of the packets are stored in DGAs. In this scheme, constant 

fields from the IP header and the first eight octets of the payload of each packet are hashed by several 

hash functions to produce several digests. Digests should be stored in a space-efficient data structure 

called Bloom filter, which reduces storage requirements by several orders of magnitude. When the 

given Bloom filter is about 70 % full, it is archived for later querying and another one is used. 

I.3.6 Hybrid traceback type 

The hybrid type combines the packet marking type, messaging type or packet logging type. Although 

several types of such hybrids are logically available, only the combination of packet marking type 

and packet logging type are developed further for practical reasons. 

Hybrid mechanisms employing packet marking and logging: A hybrid scheme was proposed to 

record network path information partly at routers and partially in packets [b-Gong]. This mechanism 

introduces the distributed link list (DLL) concept, which seeks to keep track of a subset of routers 

involved in forwarding a certain packet by establishing a temporary link between them in a distributed 

manner. DLL is based on a "store, mark and forward" approach. A fixed-size marking field is 

allocated in each packet. Any router that decides to mark the packet stores the current content of the 

marking field (written by the previous marking router) in a special data structure called the marking 

table maintained at the router. The router generates an ID for that packet to index its marking 

information in the marking table, marks the packet by overwriting the marking field by its own IP 

address, and then forwards the packet as usual. Any router that decides not to mark the packet just 

forwards it. 

I.3.7 Inter-AS traceback 

To construct global-scale traceback beyond AS, different administration policies and regulations 

among countries and organizations need to be considered. Practically, it is hard to assume that all 

network domains adopt and deploy a single traceback mechanism. Moreover, some ASs may wish to 

conceal detailed information on the traceback mechanism that is deployed. Inter-AS traceback 

mechanisms can be used to address these issues. Inter-AS traceback uses the communication between 

autonomous systems and it may allow them to implement arbitrary traceback mechanisms based on 

the policies. With this type of mechanism, different network operators may not implement a single 

traceback mechanism on all the routers provided one representative router implements the inter-AS 

traceback scheme; their own traceback mechanisms are implemented to conceal information on this 

traceback of the outside. 

AS-level single packet traceback: [b-Korkmaz] combines the SPIE mechanisms and the concept of 

AS SPIE. The scheme utilizes the BGP attribute to understand the network topology. A victim 

wishing to trace the attack path back to the attack source should send inquiries to the routers 

implementing the traceback mechanism level by level. 

Real time inter-network defence: There is a need for inter-AS communication that facilitates 

traceback information exchanges between different autonomous systems. A standard real time inter-

network defence (RID) message format defined in both [b-ITU-T X.1580] and [b-IETF RFC 6045] 

can be used so that the traceback information can be exchanged on a timely basis [b-IETF RFC 6045]. 

A set of incident coordination messages necessary to communicate cybersecurity event, including 

traceback request and scenario, is described between the relevant network entities. 

I.4 Comparison of traceback mechanisms 

I.4.1 Strengths and weaknesses of the existing traceback mechanisms 

Table I.1 describes the strengths and weaknesses of the existing traceback mechanisms in each 

category. 
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Table I.1 – Strengths and weaknesses of several traceback mechanisms 

Category Strength Weakness 

Link testing 

• Compatible with existing 

protocols. 

• Easy to implement. 

• Attack should last long enough for 

successful trace. 

• Can handle big flows only. 

• Flow characterization needed. 

Packet modification 

• Allows post-attack analysis. 

• No need for flow 

characterization. 

• Requires modification to the existing 

protocols. 

• Can handle big flows only. 

• Requires upstream router map. 

• Unable to handle IPSec and virtual 

private network (VPN) 

Messaging 

• Compatible with the existing 

protocols. 

• Allows post-attack analysis. 

• No need for flow 

characterization. 

• Need for network configuration 

change. 

• Can handle big flows only. 

• Public keys of router required. 

Packet logging 

• Compatible with the existing 

protocols. 

• Allows post-attack analysis. 

• No need for flow 

characterization. 

• Can trace single packet. 

• No network topology changes.  

• Resource-intensive in terms of 

processing and storage requirement. 
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Appendix II 

 

Comparison of traceback mechanisms based on criteria and taxonomy 

This appendix describes the comparison results of the existing typical traceback mechanisms 

according to some of the criteria, as shown in Table II.1. 

Table II.1 – Comparison of criteria according to taxonomy 

Taxonomy 
ISP 

involvement 

No. of 

packets 

required 

Memory 

requirement 

Processing 

overhead 

Ability 

to 

handle 

DDoS 

attacks 

Misuse 

by 

attacker 

Knowledge 

of network 

topology 
Network Victim Network Victim 

Traffic 
monitoring 

Controlled 
flooding 

High Large None None High None Poor Yes Yes 

Input 
debugging 

High Large None None High None Poor Yes No 

Packet 

marking 

PPM Low Large None High High High Good Yes No 

DPM Low Large None High High High Good Yes No 

AAM Low Large None High High High Good No Yes 

Packet 
messaging 

iTrace Low Large Low High High High Poor Yes No 

Packet 

logging 
Hash-based High 1 High None High None Good No No 

Overlay 

network 
CenterTrack High 1 Low None High None Good Yes No 

Hybrid Hybrid High Large Medium Medium High Low Good Yes No 

To summarize the comparison results, the packet marking type requires high processing overhead to 

the network node, but low Internet service provider (ISP) involvement. The packet messaging type 

requires high processing overhead to the victim node but does not require knowledge of the network 

topology. Packet logging has no processing requirement to the victim node but requires high ISP 

involvement. The overhead network type requires change of routing by the network. Therefore, an 

ISP administrator needs to select the appropriate traceback mechanisms taking into account its 

network capabilities and environments. 
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