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INTERNATIONAL STANDARD ISO/IEC 15444-2 

RECOMMENDATION ITU-T T.801 

Information Technology – JPEG 2000 image coding system: 

Extensions 

Amendment 3 

 

Box-based file format for JPEG XR, extended ROI boxes, XML boxing, compressed channel 

definition boxes, and representation of floating point 

Summary 

Amendment 3 to ITU-T T.801 | ISO/IEC 15444-2 addresses multiple minor changes that enrich the syntax of the JPX file 

format and, to a minor degree, also that of the codestream. 

A revised syntax for ROI boxes allows identifying rectangular regions of interest whose edges are not aligned to the image 

boundaries in a way that is backwards compatible to the previous ROI box. 

Volume data encoded by means of multi-component transformation defined in this Recommendation | International 

Standard required extensive use of channel definition and compositing layer boxes to identify the components that encode 

the information of the volume slices; this information may easily grow several kilobytes large, even though its content is 

largely redundant. This enhancement introduces an alternative, compact form of the two box types that enables a more 

efficient annotation of channels in this and other applications. 

While typically digital images are considered to contain only integer sample values, high-dynamic range imaging or 

compression of sensory data makes it necessary to also consider floating point sample values. A new sample definition 

box now allows indicating both integer and floating point channel data in a very flexible way that includes inter alia IEEE 

floating point formats. Colourspace definitions have been slightly revised to also define colourspace conversions for non-

integer data, and a moderate extension of one of the codestream markers allows efficient entropy-coding of such data by 

the existing integer mechanism. 

While ITU-T T.801 | ISO/IEC 15444-2 already included mechanisms for efficient rotation of images in the compressed 

domain, an extension of the instruction and animation subsystem of the JPX file format now allows to also annotate the 

orientation of images and instructs image viewers to perform an on-screen rotation of the image on rendering. This rotation 

mechanism is similar to that of ITU-T T.805 | ISO/IEC 15444-6 and of JPEG XR in ITU-T T.832 | ISO/IEC 29199-2. 

Amendment 3 also includes two new box types that, in conjunction with the existing Association box, allow a large XML 

document to be embedded inside the JPEG 2000 family file to be decomposed into multiple boxes matching the XML 

element structure of the document. These boxes may be used to store decomposed XML content in a finished file, but they 

are intended to support scalable transmission of large XML embedded documents in JPIP (ITU-T T.808 | 

ISO/IEC 15444-9). With these new boxes, there exists a standard stream equivalent for XML content that can be used to 

pull and subdivide XML content into metadata bins separate from the metadata bin 1. These boxes can also be used as a 

way to transmit the results of performing an XPath search on XML content in such a way that the context of the resulting 

portion of the XML document is maintained. 

As the extended file format is now powerful enough to express all syntax elements of the JPEG XR file format, a new 

annex defines a mapping from the JPEG XR file format to the ISO box-based file format; this mapping is envisioned for 

future JPEG XR based JPIP applications that would, due to the nature of JPIP, require an ISO file structure based on boxes. 

Finally, additional elements in the reader requirements list indicate all additional features included in this enhancement. 
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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 

telecommunications, information and communication technologies (ICTs). The ITU Telecommunication 

Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, 

operating and tariff questions and issuing Recommendations on them with a view to standardizing 

telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, establishes 

the topics for study by the ITU-T study groups which, in turn, produce Recommendations on these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 

prepared on a collaborative basis with ISO and IEC. 

 

 

 

NOTE 

In this Recommendation, the expression "Administration" is used for conciseness to indicate both a 

telecommunication administration and a recognized operating agency. 

Compliance with this Recommendation is voluntary. However, the Recommendation may contain certain 

mandatory provisions (to ensure, e.g., interoperability or applicability) and compliance with the 

Recommendation is achieved when all of these mandatory provisions are met. The words "shall" or some other 

obligatory language such as "must" and the negative equivalents are used to express requirements. The use of 

such words does not suggest that compliance with the Recommendation is required of any party. 
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INTERNATIONAL STANDARD 

RECOMMENDATION ITU-T 

Information technology – JPEG 2000 image coding system: Extensions 

Amendment 3 

 

Box-based file format for JPEG XR, extended ROI boxes, XML boxing, compressed channel 

definition boxes, and representation of floating point 

1) Clause 2 (References) 

Add the following items to the list of normative references: 

–  Recommendation ITU-T T.45 (2000), Run-length Colour Encoding. 

–  Recommendation ITU-T T.805 | ISO/IEC 15444-6, Information technology – JPEG 2000 image coding 

system – Part 6: Compound image file format. 

–  Recommendation ITU-T T.832 | ISO/IEC 29199-2, Information technology – JPEG XR image coding 

system – Image coding specification. 

–  IEC 60559, Binary floating-point arithmetic for microprocessor systems. 

–  IEC 61966-2-2: Multimedia systems and equipment – Colour measurement and management – Part 2-2: 

Colour management – Extended RGB colourspace – scRGB. 

–  IEEE 754: IEEE Standard for Floating-Point Arithmetic. 

2) Clause A.3.10 – Nonlinearity point transformation (NLT) 

Extend the description of the Lnlt syntax element by defining Lnlt to be 6 in case Tnlt equals 0 or 3. 

Lnlt:  Length of marker segment in bytes (not including the marker). The value of this parameter is 

determined by the following equation: 
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Change the description of the Tnlt syntax element to: 

Tnlt: Non-linearity type. Table A.44 shows the value for the Tnlt parameter. 

Replace Table A.44 with the following: 

 

Value (bits) 

MSB  LSB 
Meaning of Tnlt values STnlt usage 

0000 0000 No non-linearity transformation applied – 

0000 0001 Gamma-style non-linearity transformation Table A.45 

0000 0010 LUT-style non-linearity transformation Table A.46 

0000 0011 Binary Complement to Sign Magnitude Conversion – 

 All other values reserved – 
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3) Clause A.3.13 – Extended Capabilities 

Replace Table A.49 in clause A.3.13 with the following (this is defined in Amd.2 of Rec. ITU-T T.801 | 15444-2): 

 

Parameter Size (bits) Value 

CAP 16 0xFF50 

Lcap 16 6-70 

Pcap 32 Table A.50 

Ccapi 16 Value and meaning specified in Rec. ITU-T 800+(k-1) | ISO/IEC 15444-k, where the i-th 
non-zero bit in Pcap occurs in its k-th most-significant bit 

4) Clause K.2 – Non-linear transformation specifications 

Replace clause K.2 with the following: 

This Recommendation | International Standard allows for the non-linear transformation to be stored in three different 

forms. The gamma-style non-linearity form specifies the transformation through parameters to an equation, and is 

specified in clause K.2.1. The LUT-style non-linearity form specifies the transformation by specifying a set of look up 

table pairs and is specified in clause K.2.2. The Binary Complement to Sign Magnitude Conversion transformation takes 

no parameters, and converts the codestream-internal sample-representation from a binary complement representation to 

a sign-magnitude representation. This conversion is most suitable for representing floating point data, see clause O.6 for 

further information and its recommended use. The transformation itself is specified in clause K.2.3. 

5) New clause K.2.3 

Add a new clause K.2.3: 

K.2.3 Binary complement to sign-magnitude conversion transformation  

If Tnlt equals 3, the data is processed by a transformation that changes the representation of negative sample values. This 

type of transformation is most useful for representing IEC 60559 floating point data in JPEG 2000 bitstreams. The integer 

sample values reconstructed from the codestream are then first converted from a binary complement to a sign-magnitude 

representation using the transformation described below. 

NOTE – This transformation is considered to map integer values to integer values, keeping the bit depth and signed-ness of the 

samples untouched. While not required by this Recommendation | Standard, the resulting bit-patterns are, however, typically 

interpreted as IEC 60559 floating point numbers by specifying a floating point sample type in the file format. This operation is not 

part of the JPEG 2000 decoding process, but is a matter of interpreting the reconstructed samples correctly. It is recommended to 

use the JPX file format defined in Annex M to annotate the data for proper interpretation. Further information on how to encode 

floating point samples is found in clause O.6. 

If the binary complement to sign-magnitude conversion transformation is used, the bit-depth of the input samples to this 

transformation shall be equal to the bit-depth of the samples generated by the transformation, and the signed-ness of the 

input samples shall be equal to the signed-ness of the output samples. That is, the BDnlt value relevant to component i 

shall be equal to either BDcbdi if a multi-component transformation is run (see clause A.3.6, Table A.31), or shall be 

equal to Ssizi (see clause A.5.1 of Rec. ITU-T T.800 | ISO/IEC 15444-1, Table A.11) if no such transformation is used. 

Let Zi be the input sample value of the component i to which this transformation is to be applied, bi its bit depth (i.e., 

bi=(Ssizi AND 0x7f) +1 or bi=(BDcbdi AND 0x7f) + 1, and Yi the output of the transformation. Then the transformation 

is defined as: 

  Yi=Zi if Zi ≥ 0 or 

  Yi=min (−2bi-1 − Zi−1, −1) if Zi < 0 

NOTE – This is intentionally the identity transformation for unsigned components. However, readers should be aware that if the 

level shifting and/or inverse decorrelation transformation of Annex G of Rec. ITU-T T.800 | ISO/IEC 15444-1 is in effect, an 

additional DC offset will be added to the reconstructed samples. This offset might be undesirable if the intent is to represent floating 

point data. To prevent this DC offset, use mechanisms from this Recommendation | International Standard such as the Multiple 

Component Transformation (MCC and MCO markers) from Annex J, or the Variable DC Offset described in Annex B. For signed 

components, the transformation maps −1 to −2bi-1 and −2bi-1 to −1. The motivation for this transformation is given in clause O.6. 
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6) Clause M.2.6 – Storage of a codestream within JPX 

Append the following text to the end of clause M.2.6: 

The JPX file format also allows for multiple codestreams to be encapsulated within one or more Multiple Codestream 

boxes, which contains indexing information to facilitate efficient retrieval of specific codestreams of interest, by rendering 

and applications. 

7) New clause M.2.8 

Add a new clause M.2.8 at the end of clause M.2: 

M.2.8 Support for various pixel formats 

In Rec. ITU-T 800 | ISO/IEC 15444-1, channel values consisting of reconstructed image samples or palette entries were 

always interpreted as signed or unsigned integers. The JPX Recommendation | International Standard extends this by also 

allowing the representation of fixed point or floating point data. To this end, it introduces the Pixel Format Box (see 

clause M.11.7.8) which defines how the values comprised of reconstructed image data or palette entries are to be 

interpreted as numerical values. The understanding in Rec. ITU-T T.800 | ISO/IEC 15444-1 is that the codestream data 

encodes and the palette contains signed or unsigned integer values, but this convention no longer holds in the presence of 

a Pixel Format Box. If this box is present, the integer channel values are re-interpreted in two stages: In the first stage, 

the integer values reconstructed from the codestream are represented as bit-patterns encoding integers in binary two's 

complement notation. In the second stage, these bit patterns are re-interpreted as either integers, IEC 60559 floating point 

data or fixed point data. Only after this interpretation, the samples are considered to define colour values relative to a 

colourspace. 

NOTE – For most computer architectures, the first conversion stage is transparent and requires no additional operation, and the 

second stage is usually realized as "casting" operation to the target type. 

A non-integer pixel format is specified as follows: The desired sample format is encoded in a Pixel Format box (see 

clause M.11.7.8) which is a sub-box of the Compositing Layer Header box or the JP2 Header box. The total number of 

bits required to represent samples in the requested format replaces the channel depth information of integer formats. For 

example, IEC 60559 single precision floating point numbers require 32 bits for their representation; hence the channel 

depth will be 32. This information is either recorded in the Image Header box (see clause M.11.5.1) if the channel depth 

is identical for all channels, or in the Bits Per Component box (see clause M.11.5.2) if the channel depth differs across 

channels. Furthermore, if the channel data is created indirectly through a palette, the channel depth generated by the 

palette lookup process is indicated in the Bi field of the Palette box (see clause I.5.3.4 of Rec. ITU-T T.800 | 

ISO/IEC 15444-1) which then carries the relevant information for further sample interpretation. 

The information on the total number of bits is augmented by information from the Pixel Format box if it is present. In 

addition to the numerical representation of the samples in the channel it also refines the format by splitting the total 

number of bits of a sample into integer and fractional, or exponent and mantissa bits. For fixed point data, the Pixel Format 

box indicates the number of fractional bits, i.e., the number of bits right of the (binary) point, for floating point data it 

indicates the mantissa bits of the floating point format, not including any implicit (hidden) bits. The number of integer 

(non-fractional) or exponent bits can then be derived from the total number of bits per sample and the fractional or 

mantissa bits. Further information on floating point number encodings are found in IEC 60559. 

Fixed point and floating point samples are mapped to device colours by means of the Colour Specification box (see 

clause M.11.7.2) in the same way as integer samples are mapped to device colours. For that, the Channel Definition box 

(see clause M.11.7.5) defines which channels are used to generate which device colours. This process differs for non-

integer samples from integer samples only in so far as the maximum intensity of the device colour is no longer represented 

by the maximum possible integer channel value, but as the value 1.0 expressed in the corresponding fixed point or floating 

point format. The handling of sample values outside of this range is implementation specific. For further information on 

the mapping from channel values to device colours, read clause M.11.7.2. 

8) New clause M.2.9 

Add clause M.2.9 at the end of clause M.2: 

M.2.9 Support for JPEG XR codestreams 

This Recommendation | International Standard also allows the encapsulation of codestreams of other image compression 

Recommendations | Standards, such as JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-2); the JPX file format can 

represent all metadata encoded in the TIFF-based file format of JPEG XR in boxes defined in this Recommendation | 
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International Standard. A recommendation of how the JPEG XR TIFF-based container should be mapped into the JPX 

file format is found in clause O.5. 

The File Type Box of a Rec. ITU-T 802 | ISO/IEC 15444-2 file containing a Rec. ITU-T T.832 | ISO/IEC 29199-2 

compliant codestream shall have the following values in the compatibility list CLi (see Rec. ITU-T T.800 | 

ISO/IEC 15444-1, clause I.5.2 and clause M.11 in this Recommendation | International Standard) if JPEG XR codestreams 

are present in the file: 

Table M.1 – Brand Values for JPEG XR Codestreams 

Value Meaning 

'jxrc' JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-2) compliant bitstream is present 

'jxr0' JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-2) sub-baseline profile bitstream 
present and the file conforms to the JPEG XR sub-baseline profile defined in 
M.9.2. 

'jxr1' JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-2) baseline profile bitstream present 
and the file conforms to the JPEG XR baseline profile defined in M.9.2. 

'jxr2' JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-2) main profile bitstream present 
and the file conforms to the JPEG XR main profile defined in M.9.2. 

'jxr3' JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-3) advanced profile bitstream and 
the file conforms to the JPEG XR advanced profile defined in M.9.2. 

NOTE – Brand values 'jxr0' to 'jxr3' indicate JPEG XR profiles of this Recommendation | International Standard. The 
corresponding profiles are defined in clause M.9.2. 

Relabel Tables M.1 through M.24 and all references thereto to M.2 through M.25. 

9) Clause M.5.2 – Sharing header and metadata information between codestreams and 

compositing layers 

Replace the first paragraph: 

To minimize file overhead, it is useful to allow header and metadata information to be shared between codestreams and 
compositing layers where that information is identical. The JPX file format provides three mechanisms to share 

information: default headers, cross-references and label associations. 

with the following: 

To minimize file overhead, it is useful to allow header and metadata information to be shared between codestreams and 
compositing layers where that information is identical. The JPX file format provides four mechanisms to share 

information: default headers, compositing layer extensions, cross-references and label associations. 

Relabel clause M.5.2.3 and all references thereto as M.5.2.4 

Relabel clause M.5.2.2 and all references thereto as M.5.2.3 

Insert new clause M.2.2.2 as follows: 

M.5.2.2 Compositing layer extensions 

The Compositing Layer Extensions box can be used to specify a repeating pattern of compositing layer headers and 

(optionally) codestream headers. 

A file which contains a Compositing Layer Extensions boxes can be meaningfully interpreted by readers which do not 

understand the Compositing Layer Extensions box, because all top-level Codestream Header boxes and Compositing 

Layer Header boxes shall precede any Compositing Layer Extensions box and all compositing instructions found within 

a Compositions box shall refer only to top-level compositing layers. The Compositing Layer Extensions box may be used 

only when there are a well-defined number of top-level codestream headers and top-level compositing layers, which 

means that at least one Codestream Header box and at least one Compositing Layer Header box must appear at the top-

level of the file. 

A Compositing Layer Extensions box defines one or more additional compositing layers, zero or more additional 

codestream headers and zero or more additional compositing instructions, to augment the information provided by top-

level Codestream Header, Compositing Layer Header and Composition boxes. 
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Each Compositing Layer Extensions box has an associated repetition factor Mjclx. The Compositing Layer Extensions 

box implicitly defines Mjclx  Cjclx additional codestream headers and Mjclx  Ljclx additional compositing layers, 

where Cjclx and Ljclx are the number of Codestream Header boxes and the number of Compositing Layer Header boxes 

that are found within the Compositing Layer Extensions box. The additional codestream headers and compositing layers 

are assigned consecutive indices, starting from the number of codestream headers and compositing layers defined by all 

top-level Codestream Header boxes and Compositing Layer Header boxes, together with all preceding Compositing Layer 

Extensions boxes. The codestreams that are associated with the additional compositing layers are determined from the 

information found in each embedded Compositing Layer Header box, using a codestream index remapping procedure 

that accounts for the repetition index. A similar remapping procedure is applied to the Number List boxes which may be 

found within a Compositing Layer Extensions box, so that embedded metadata is correctly associated. 

The principle purpose of Compositing Layer Extensions is to facilitate the efficient description of a large number of 

compositing layers that follow a simple repeating pattern. This can be particularly beneficial if the JPX file is 

communicated incrementally via the tools and methods described in IS15444-9. 

Compositing Layer Extensions also provide a mechanism for extending the single animation described by a Compositions 

box into multiple alternate presentation threads – see clause M.5.3. 

10) Clause M.5.3 – Composition 

Replace the first paragraph: 

Composition data is divided into fixed options, contained in the Composition Options box (clause M.11.10.1), and a 

sequence of instructions contained in one or more Instruction Set boxes (clause M.11.10.2) boxes. Each instruction 

comprises a set of render parameters. Each instruction set has an associated repeat count which allows for the efficient 

representation of long sequences of repeating instructions such as occur in full motion sequences or in slide shows which 

use a repeated frame transition animation. A JPX file reader shall display a JPX file by reading and executing the 

instructions in sequence order, from each instruction set in sequence order and repeated according to its repeat value. The 

file is considered fully rendered either when there are no more instructions to execute, or no compositing layer is present 

for the current instruction. 

With: 

Composition data is divided into fixed options, contained in the Composition Options box (clause M.11.10.1), and a 

sequence of instructions contained in one or more Instruction Set boxes (clause M.11.10.2) boxes. Instructions may be 

further divided into those which appear within a top-level Composition box and those which appear within Compositing 

Layer Extensions box. The former constitute the primary presentation, while the latter constitute supplementary 

presentation threads. 

Each instruction comprises a set of render parameters. Each instruction set has an associated repeat count which allows 

for the efficient representation of long sequences of repeating instructions such as occur in full motion sequences or in 

slide shows which use a repeated frame transition animation. A JPX file reader shall display a JPX file by reading and 

executing the instructions in sequence order, from each instruction set in sequence order and repeated according to its 

repeat value. The file is considered fully rendered either when there are no more instructions to execute, or no compositing 

layer is present for the current instruction. 

Instructions found within the top-level Composition box are applied only to top-level compositing layers (i.e., 

compositing layers other than those defined by Compositing Layer Extensions boxes). Instructions found within a 

Compositing Layer Extensions box apply only to the compositing layers defined by that box. 

11) Clause M.9.2 – Support for JPX feature set boxes 

Replace the entire clause M.9.2 with the following: 

In general, a JPX reader is not required to support the entire set of features defined within this Recommendation | 

International Standard. However, to promote interoperability, five profiles are defined, of which the first defines a set of 

baseline features required to decode images using codestream representations conforming to Rec. ITU-T 800 | 

ISO/IEC 15444-1 and Rec. ITU-T T.801 | ISO/IEC 15444-2 only, and four additional profiles describing images 

containing only codestreams conforming to Rec. ITU-T 832 | ISO/IEC 29199-2. 

The ITU-T 80x | ISO/IEC 15444-x based profile is denoted JPX Baseline in the following; Files that are written in such 

a way as to allow a reader that supports only this JPX baseline set of features to properly open the file shall contain a CLi 

field in the File Type box with the value 'jpxb' (0x6a70 7862); all JPX baseline readers are required to properly support 

all files with this code in the compatibility list in the File Type box. The definition of a JPX baseline file given in 
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clauses M.9.2.1 through M.9.2.9, the JPEG XR profiles based on 29199-2 codestreams are defined in clause M.9.2.10 

and following. 

12) Clauses M.9.2.10 to M.9.2.20 

Insert the following new clauses M.9.2.10 to M.9.2.20: 

M.9.2.10 JPEG XR Profiles  

In addition to codestreams conforming to the ITU-T 80x | 15444-x series of Recommendations | Standards, a JPX file 

may also include codestreams conforming to 29199-2 (JPEG XR), and four profiles are defined in the following closely 

mirroring the profiles of 29199-2. The four profiles are denoted JPEG XR Sub-baseline Profile, JPEG XR Baseline 

Profile, JPEG XR Main Profile, and JPEG XR Advanced Profile. All profiles have in common that files conforming 

to these profiles shall only contain codestreams conforming to 29199-2. 

Files conforming to the JPEG XR profiles shall contain a CLi field in the File Type box with the values 'jxr0' through 

'jxr3', according to the profiles the corresponding 29199-2 codestreams conform to; these compatibilities are defined in 

Table M.1. 

M.9.2.11  Compression Type 

Readers conforming to one of the four JPEG XR profiles only need to support the compression type C = 11 (JPEG XR) 

indicated in the Image Header Box; see Table M.20 for all compression types defined in this Recommendation | 

International Standard. Support for other compression types shall not be required to display a file conforming to one of 

the four JPEG XR profiles. 

M.9.2.12 Compositing Layers 

Support for multiple compositing layers is not required to properly display the file; however, the main file may contain 

multiple compositing layers, but if so, only the first one need to be rendered by an implementation conforming to the 

JPEG XR profiles. Compositing layers may consist of one or two codestreams that both shall conform to 29199-2. If a 

compositing layer consists of two codestreams, the two codestreams shall describe images of the same size that are aligned 

pixel by pixel, and the second codestream shall consist of a single component representing the opacity of the samples 

encoded in the first codestream. If a second codestream is present in a compositing layer, the first codestream shall not 

include any opacity information. 

M.9.2.13 Colour Specification 

The first composting layer shall contain at least one Color Specification Box from the following list: 

– The enumerated method EnumCS value indicating either sRGB, scRGB, sRGB-grey, scRGB-grey, bi-

level black on white or bi-level white on black for the JPEG XR baseline and JPEG XR sub-baseline 

profiles. 

– In addition to the above, the enumerated method EnumCS value indicating CMYK or the Any ICC method 

for the JPEG XR main profile. 

– In addition to the above, the enumerated method EnumCS value indicating YCbCr(1) through YCbCr(3) 

for the JPEG XR advanced profile. 

M.9.2.14 Codestream Fragmentation 

The codestreams representing the data of the first compositing layer of files conforming to the JPEG XR profiles shall 

not be fragmented. 

M.9.2.15 Cross Reference Boxes 

Files conforming to the JPEG XR profiles shall not use Cross Reference Boxes for replacing boxes necessary to decode 

the first compositing layer. 

M.9.2.16 JP2 Header Box Location 

The JP2 Header box shall be found in the file before the first Contiguous Codestream box, and Compositing Layer Header 

box. Any information contained within the JP2 Header box shall be applied to the codestreams encoding the first 

compositing layer, and as well being used as default information for all other compositing layers; the boxes within the 

JP2 Header box shall not be found within the Compositing Layer Header box or the Codestream Header box associated 

with the first compositing layer. 



ISO/IEC 15444-2:2004/Amd.3:2015 (E) 

  Rec. ITU-T T.801 (2002)/Amd.3 (03/2013) 7 

M.9.2.17 Opacity 

A JPEG XR profile conforming reader shall properly interpret opacity channels, through either direct mapping to a 

codestream component using the Channel Definition box. Other means of indicating opacity, e.g., by the Opacity box, 

need not to be supported. The use of opacity outside of compositing layers within the JPX file indicates that the decoded 

image data shall be composited onto an application defined background. 

M.9.2.18 Rotation 

A JPEG XR conforming reader shall properly interpret the ROT field of the Instruction Set box defined in 

clauses M.11.10.2 and M.11.10.2.1. Other instructions defined in the Instruction Set box need not to be honoured for 

compliance to the JPEG XR profiles. 

M.9.2.19 Other Data in the File 

A JPEG XR profile file may contain other features or metadata, provided they do not modify the visual appearance of the 

still image as viewed using a reader that supports only the JPEG XR feature set. All JPX readers should be aware of the 

existence of this data, as parsing or processing this data may be required in some extended applications. Applications that 

understand other data or features in the file are encouraged to support the behaviours and functions associated with that 

extended data. 

M.9.2.20 Conformance Testing 

A conformance testing procedure for the JPEG XR profiles as well as test files suitable for conformance testing are 

defined in Rec. ITU-T 834 | ISO/IEC 29199-4. 

13) Clause M.11 – Defined boxes 

Edit Table M.6 (now Table M.7) as follows: 

• Add the Pixel Format Box as sub-box to the JP2 Header Box and the Compositing Layer Header Box and 

add a reference to clause M.11.7.8. 

• Add the Compositing Layer Extensions box as a top-level box and add a reference to clause M.11.21. 

• Add the Compositing Layer Extensions Info box as a sub-box to the Compositing Layer Extensions box 

and add a reference to clause M.11.22. 

• Add the Multiple Codestream as a top-level box and add a reference to clause M.11.23. Add a codestream 

box with reference to clause M.11.8 and a Fragment Table box with reference to clause M.11.3. 

• Add the Multiple Codestream Info box as sub-box to the Multiple Codestream box and add a reference to 

clause M.11.24. 

• Add the Grouping box as a top-level box and add a reference to clause M.11.25. Add a sub-box labelled 

"…" to this grouping box. 

• Add a top-level asoc box to Table M.6 (now Table M.7) with a reference to clause M.11.11, add a 

Decomposed XML box as its first sub-box and add a reference to clause M.11.2.26. Add a second asoc 

box with reference to clause M.11.11, and add a XML header box and a reference to clause M.11.27 as its 

first sub-box, and a XML box with reference to clause M.11.18 as its second sub-box. 

14) Table M.13 – Boxes defined within this Recommendation | International Standard 

Add the following rows to Table M.13 (now M.14): 

 

Pixel Format box 

(M.11.7.8) 

'pxfm' 
(0x7078 666d) 

NO This box specifies the interpretation of 
reconstructed sample values as integer, fixed 
point or floating point numbers. 

XML box (M.11.18) 'xml\040' 
(0x786D 6C20) 

NO This box contains XML formatted information. 

Compositing Layer Extensions 
box (M.11.21) 

'jclx' 
(0x6A63 6C78) 

NO This box defines an extended set of 
compositing layers, codestream headers and 
compositing instructions. 
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Compositing Layer Extensions 
Info box (M.11.22) 

'jlxi' 

(0x6A6C7869) 

NO This box provides information concerning the 
repetition factor, compositing layer indices and 
other attributes of the compositing layers and 
compositing instructions found within the 
Compositing Layer Extensions box. 

Multiple Codestream box 
(M.11.23) 

'j2cx' 
(0x6A32 6378) 

NO This box represents a concatenated collection of 
one or more contiguous codestream boxes or 
fragment table boxes. 

Multiple Codestream Info box 
(M.11.24) 

'j2ci' 
(0x6A32 6369) 

NO This box contains information describing the 
Multiple Codestream box in which it is found.  

Grouping box (M.11.25) 'grp\040' 
(0x6772 7020) 

NO This superbox is a container (or wrapper) for 
any number of boxes which might otherwise be 
found as the non-initial sub-box of an 
Association box. 

Decomposed XML box 
(M.11.26) 

'dxml' (0x786D 6C64) NO This box provides front-matter from an XML 
document as part of a mechanism for 
decomposing a single XML document into a 
hierarchical collection of Association boxes. 

XML Header box (M.11.27) 'hxml' 
(0x786D 6C68) 

NO This box provides an element header (the 
opening element tag with attributes) as part of a 
mechanism for decomposing a single XML 
document into a hierarchical collection of 
Association boxes. 

15) Clause M.11.1 – Reader Requirements box 

Add the following rows to Table M.14 (now M.15): 

 

Value Meaning 

75 Codestream contains a JPEG XR (ITU-T Rec. T.832 | ISO/IEC 29199-2) compliant bitstream.  

76 Codestream contains a Sub-baseline profile JPEG XR (ITU-T Rec. T.832 | ISO/IEC 29199-2) compliant bitstream. 

77 Codestream contains a Baseline profile JPEG XR (ITU-T Rec. T.832 | ISO/IEC 29199-2) compliant bitstream. 

78 Codestream contains a Main profile JPEG XR (ITU-T Rec. T.832 | ISO/IEC 29199-2) compliant bitstream. 

79 Codestream contains an Advanced profile JPEG XR (ITU-T Rec. T.832 | ISO/IEC 29199-2) compliant bitstream. 

80 Pixel format "Fixed Point" is used. 

81 Pixel format "Floating Point" is used. 

82 Pixel Formats "Mantissa" or "Exponent" are used. 

83 Compositing layer uses IEC 61966-2-2 (scRGB) enumerated colourspace 

84 Block Coder Extensions (see Amd.4 of Rec. ITU-T T.801 | ISO/IEC 15444-2) 

85 Compositing layer uses scRGB gray scale (IEC 61966-2-2 based) enumerated colourspace 

16) Clause M.11.3 – Fragment Table box 

Replace the first paragraph: 

A Fragment Table box specifies the location of one of the codestreams in a JPX file. A file may contain zero or more 

Fragment Table boxes. For the purpose of numbering codestreams, the Fragment Table box shall be considered equivalent 

to a Contiguous Codestream box. Fragment Table boxes shall be found only at the top level of the file; they shall not be 

found within a superbox. 

With the following: 

A Fragment Table box specifies the location of one of the codestreams in a JPX file. A file may contain zero or more 

Fragment Table boxes. For the purpose of numbering codestreams, the Fragment Table box shall be considered equivalent 

to a Contiguous Codestream box. Fragment Table boxes shall be found only at the top level of the file or within Multiple 

Codestream boxes; they shall not be found within any other superboxes. 
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17) Clause M.11.5.1 – Image Header box 

Replace paragraph 6, the description of the BPC field of the Image Header box, with the following: 

BPC: Bits per component. This parameter identifies the bit depths and signed/unsigned characteristics of 

the fully decompressed components, stored as a 1-byte field as defined in Table M.21. If the 

components vary in bit depth or signed/unsigned characteristics, then the value of this field shall be 

255, and the superbox that contains this Image Header box (either the JP2 Header box, a Codestream 

Header box or Compositing Layer Extension Box) shall contain a Bits Per Component box defining 

the bit depth and signed/unsigned characteristics of each component. If all components have the same 

bit depth and signed/unsigned characteristics, the BPC parameter identifies the bit depth and 

signed/unsigned characteristics for all components and has the same interpretation to the BPCi 

parameters, as explained in connection with the Bits Per Component box in clause M.11.5.2. 

Add the following row to Table M.19 (now M.20), the definition of the compression type field C of the Image Header box: 

 

10 Rec. ITU-T T.45 (run length coding, used in Rec. ITU-T Rec. T.805 | ISO/IEC 15444-6) 

11 JPEG XR (as defined by Rec. ITU-T Rec. T.832 | ISO/IEC 29199-2) 

Replace Table M.20 (now M.21), the description of the BPC field of the Image Header box with the following: 

Table M.22 – BPC and BPCi parameters 

Values (bits) 

MSB   LSB 
Component Sample Format and Sample Precision 

x000 0000 

– 

x010 0101 

Component bit depth = value + 1. From 1 bit deep through 38 bits deep respectively (counting the sign bit, 
if appropriate) 

0xxx xxxx Components are unsigned 

1xxx xxxx Components are signed 

1111 1111 Component bit depths vary (Bits Per Component Box only) 

all other values Reserved for future use 

Replace in Table M.21 (now Table M.22) the row describing the C field  

 

C 8 7 

With the following: 

 

C 8 Compression Type, see Table M.20 

18) Clause M.11.5.2 – Bits Per Component box 

Replace the definition of the Bits Per Component box with the following: 

The Bits Per Component box specifies the bit depth and signed/unsigned characteristics of each fully decompressed 

component, using a 1-byte field for each component, as defined in Table M.20. This box is optional and is only required 

in case the bit depths varies between components. 

This box encodes the number of bits required to represent the component sample values reconstructed from the 

codestream, and the value shall match the bits per component specification in the respective codestream format 

specification. The structure of this box is identical to that defined in clause I.5.3.2 in the JP2 file format specified in 

Rec. ITU-T T.800 | ISO/IEC 15444-1. 

NOTE – For codestreams conforming to Rec. ITU-T T.80x | ISO/IEC 15444-x (JPEG 2000) this is the bit depths after any inverse 

multiple component transformation or reverse non-linearity transformation extension has been applied to components in the 

codestream. In case an extended Rec. ITU-T T.801 | ISO/IEC 15444-2 multiple component transformation is used, the component 

bit depths does NOT necessarily match the data in the SIZ marker of the codestream. For fixed point and floating point pixel 

formats, the numerical interpretation of the component sample values depends not only upon the bit depth and signed/unsigned 

characteristics identified by BPC or BPCi, but also on the number of fraction bits or mantissa bits, as supplied via the Pixel Format 
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box. The Bits Per Component box then only specifies the total number of bits required to represent the data and whether the data 

is signed or unsigned. 

19) Clause M.11.6 – Codestream Header box 

Replace the first three paragraphs: 

The Codestream Header box specifies header and metadata information specific to a particular codestream contained 

within the JPX file in order to create a set of channels. All Codestream Header boxes shall be located at the top-level of 

the file (not within any superbox). 

Both codestreams and Codestream Header boxes are numbered separately, starting with 0, by their order in the file. 

Codestream Header box i shall be applied to codestream i. There shall either be one Codestream Header box in the file 

for each codestream, or there shall be zero Codestream Header boxes in the file. In the event that there are zero Codestream 

Header boxes, then the header information for all of the codestreams shall be taken to be the default header information 

contained within the JP2 Header box. 

For the codestreams, the numbering shall consider both Contiguous Codestream boxes and Fragment Table boxes. For 

example, if a file contains 2 Contiguous Codestream boxes, followed by a Fragment Table box, followed by another 

Contiguous Codestream box, the JPX file contains 4 codestreams, where the codestreams contained directly in the first 

two Contiguous Codestream boxes are numbered 0 and 1, the codestream pointed to by the Fragment Table box is 

numbered 2, and the codestream contained within the last Contiguous Codestream box is numbered 3. 

With the following: 

The Codestream Header box specifies header and metadata information for a codestream contained within the JPX file in 

order to create a set of channels. All Codestream Header boxes shall be located either at the top-level of the file (not 

within any superbox) or within a Compositing Layer Extensions box (see clause M.11.21). All top-level Codestream 

Header boxes must precede any Compositing Layer Extensions boxes within the file. 

Both codestreams and codestream headers are numbered separately, starting with 0. Codestream header i provides header 

information for codestream i. Each top-level Codestream Header box corresponds to exactly one codestream header, 

meaning that box i specifies header information for codestream i, starting from i=0. Each Codestream Header box found 

within a Compositing Layer Extensions box corresponds to Mjclx additional codestream headers (for Mjclx additional 

codestreams), where Mjclx is the repetition factor associated with the Compositing Layer Extensions box. The 

determination of indices for these additional codestream headers is described in clause M.11.21. 

If Codestream Header boxes appear anywhere in the file, the number of codestreams found in the file shall be the same 

as the number of available codestream headers. In the event that there are no Codestream Header boxes, then the header 

information for all of the codestreams shall be taken to be the default header information contained within the JP2 Header 

box. 

For the codestreams, the numbering shall consider Contiguous Codestream boxes, Fragment Table boxes and Multiple 

Codestream boxes. For example, if a file contains two Contiguous Codestream boxes, followed by a Fragment Table box, 

followed by another Contiguous Codestream box and two Multiple Codestream boxes, each with two codestreams, the 

JPX file contains eight codestreams, where the codestreams contained directly in the first two Contiguous Codestream 

boxes are numbered 0 and 1, the codestream pointed to by the Fragment Table box is numbered 2, the codestream 

contained within the last Contiguous Codestream box is numbered 3, and the codestreams contained within the first 

(respectively second) Multiple Codestream box are numbered 4 and 5 (respectively 6 and 7). 

20) Clause M.11.7 – Compositing Layer Header box 

Replace the first paragraph: 

The Compositing Layer Header box specifies header and metadata information specific to a particular compositing layer 

in the JPX file. Compositing layers are numbered, starting at 0, by the order in the file of the Compositing Layer Header 

boxes (box i specifies header information for compositing layer i). There shall be one Compositing Layer Header box in 
the file for each layer. All Compositing Layer Header boxes shall be located at the top-level of the file (not within any 
superbox). 

With the following: 

The Compositing Layer Header box specifies header and metadata information for a compositing layer in the JPX file. 

All Compositing Layer Header boxes shall be located either at the top-level of the file (not within any superbox) or within 
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a Compositing Layer Extensions box (see clause M.11.21). All top-level Compositing Layer Header boxes must precede 

any Compositing Layer Extensions boxes within the file. 

Each top-level Compositing Layer Header box corresponds to exactly one compositing layer, meaning that box i specifies 

header information for layer i, where layers are numbered starting from i=0. Each Compositing Layer Header box found 

within a Compositing Layer Extensions box corresponds to Mjclx additional compositing layers, where Mjclx is the 

repetition factor associated with the Compositing Layer Extensions box. The indexing of these additional compositing 

layers is described in clause M.11.21. 

Add a new paragraph in the list of allowable sub-boxes of the compositing layer header box below the resolution box: 

pxfm: Pixel Format Box. This box defines the interpretation of the values in a channel as either integer, 

floating point or fixed point values. In the absence of this optional box, the bit patterns shall be 

interpreted signed or unsigned integers whose bit depths are either defined by the Bits Per Component 

Box, or the Image Header Box, or the Palette Box. The Pixel Format Box extends the channel 

description of the Channel Definition Box, the Image Header Box and the Bits Per Component Box 

(if present). The structure of the Pixel Format Box is specified in clause M.11.7.8. 

21) Clause M.11.7.2 – Colour Specification box 

Change the first paragraph of clause M.11.7.2 to the following: 

Each Colour Specification box defines one method by which an application can interpret the colourspace of the 

decompressed image data. This colour specification is to be applied to the channel values interpreted according to the 

Pixel Format Box (see clause M.11.7.8) and associated to colours according to the Channel Definition Box (see 

clause M.11.7.5). This association is to be interpreted using the value MAXi for each colour channel i, as given by 

Table M.26, in combination with the relevant colourspace definition. 

In Table M.26, BPCi is used to denote the value of the Bj field of the Palette Box (see clause I.5.3.4 of Rec. ITU-T T.800 

| ISO/IEC 15444-1) if channel i is the output of a palette column j, or the value of the Bits Per Component Box BPCj if 

channel i is the direct output of component j, or the value of the BPC field of the Image Header Box if no Bits Per 

Component Box is present. The pixel format Fi in this table is either the format indicated in the Pixel Format Box (see 

clause M.11.7.8) if it is present, or shall be signed or unsigned integer in the absence of the Pixel Format Box. 

If the colourspace is defined by an ICC profile, the input channels should carry unsigned values; usage of signed samples 

is discouraged and currently not defined by the ICC. The values xi for channel i, interpreted according to the Pixel Format 

Box, shall be mapped to device colour values di, as follows. 

   di = Dmaxi * xi / MAXi, 

Here, Dmaxi is the maximum input value associated with the relevant ICC tone reproduction curve and MAXi depends 

on the pixel format Fi as given by Table M.26. 

For enumerated colourspaces for which the format of the EP field is specified, the mapping from channel values x i to 

device colour values di is defined in the corresponding definition of the EP field, see clause M.11.7.4. 

NOTE 1 – Currently, only the CIELab and CIEJab enumerated colourspaces define a format for the EP field of the Colour 

Specification box. 

For all other colourspaces, if the values xi for channel i, are unsigned quantities, they shall be mapped to colour values di 

according to 

   di = Dmini + (Dmaxi – Dmini) * xi / MAXi, 

for the purpose of establishing a correct interpretation with respect to the colourspace. Here, Dmin i and Dmaxi are the 

minimum and maximum allowed values for the relevant colour channel, in the numerical framework used to define the 

colourspace. If, however, the values xi for channel i, are signed quantities, they shall be mapped to colour values di 

according to 

   di = Dzeroi + (Dmaxi − Dzeroi) * xi / MAXi, 

for the purpose of establishing a correct interpretation with respect to the colourspace. Here Dmaxi is again the maximum 

allowed value for the relevant colour, in the numerical framework used to define the colourspace, while Dzero i is the 

value of channel i in the representation of the colour that corresponds to the absence of any scene radiance, the complete 

absorption of visible light or the achromatic level, if this interpretation is applicable and all channel values are uniquely 
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defined in this case. Otherwise, the pixel format Fi and the channel precision BPCi of all channels i shall be selected such 

that they match the numerical framework used to define the colourspace and scaling does not take place. 

NOTE 2 – The CIELab and CIEJab colourspaces uses both positive and negative values to represent colours. However, since 

clause M.11.7.4 defines EP fields that fix the interpretation and scaling of channel values to device colour values, the scaling 

procedure defined in this clause will not take plane. Instead, clause M.11.7.4 defines the required procedure. As a second example, 

the YCbCr(2) colourspace provides unique sample values for the absence of light, namely (0,128,128), and hence Dzero0=0, and 

Dzero1=Dzero2=128. Thus, when storing signed instead of unsigned values in the codestream, the chroma components are encoded 

without an offset and stored as unbiased signed values. 

Insert the following table at the end of clause M.11.7.2 and relabel all following Tables M.25 through M.30 and references 

thereto to M.27 through M.32: 

Table M.26 – Nominal maximum sample values 

Pixel Format Fi and 

Channel Signedness 

MAXi 

unsigned, integer 

(BPCi < 128) 

2BPC+1 − 1 

signed, integer 

(BPCi ≥ 128) 

2BPC−128 − 1 

unsigned, fixed point 

(BPCi < 128) 

1.0 

signed, fixed point 

(BPCi ≥ 128) 

1.0 

unsigned, floating point 

(BPCi < 128) 

1.0 

signed, floating point 

(BPCi ≥ 128) 

1.0 

NOTE 1 – It is colourspace dependent whether the full range of available samples is meaningful. Specifically, the range 
of meaningful inputs for signed data might be non-symmetric. Both fixed point and floating point pixel formats allow 
the representation of data that is out of range. For most applications, clipping such values into range may be an 
appropriate strategy to handle them when converting to other formats. 

NOTE 2 – Fixed point values can be interpreted as integer values after scaling by 2Qi, where the value of Qi is given by 
the low 12 bits of the Fi field of the Pixel Format box. The fixed point value 1.0 given in Table M.26 is thus represented 
by an integer value of 2Qi. 

Add the following entries to Table M.25 (now M.27), listing enumerated colourspaces:  

 

Value Meaning 

25 scRGB as defined by IEC 61966-2-2. 

26 scRGB gray scale, using only a luminance channel but the tone reproduction curves (non-linearities) defined 
by IEC 61966-2-2. 

22) Clause M.11.7.4.1 – EP field format for the CIELab colourspace 

Replace the second paragraph of clause M.11.7.4.1 and formula M.18 with the following: 

The RL, OL, RA, OA, RB and OB fields describe how to convert between the unsigned values NL, Na, Nb, as defined by 

ITU-T Rec. T.42, that are sent to the compressor or received from the decompressor and the signed CIELab values L*, 

a*, b* as defined by the CIE. According to Rec. ITU-T T.42, the calculations from real values L*a*b* to values encoded 

in an integer, fixed point or floating point format, which are expressed by NLNaNb, are made as follows: 
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 (M-18) 

where MAXL, MAXa and MAXb are the nominal maximum sample values according to Table M.26 for the channels 

carrying the L, a* and b* data and BPCx are the bits per component values for channel x as found in the Image Header 

Box, the Bits Per Component Box or the Palette Box. The brackets ⌈ ⌉  indicate rounding up to the next integer. The 

numerical values of MAXL, MAXa and MAXb depend on the Image Header box, the Bits Per Component Box, the Palette 

Box and the Pixel Format Box as explained in clause M.11.7.2. 

Replace the description of the individual fields of the EP field below Equation M-18 with the following: 

RL:  Range for L*. This field specifies the RL value from Equation M-18. It is encoded as a 4-byte big 

endian unsigned integer. 

OL:  Offset for L*. This field specifies the OL value from Equation M-18. It is encoded as a 4-byte big 

endian unsigned integer. 

RA:  Range for a*. This field specifies the RA value from Equation M-18. It is encoded as a 4-byte big 

endian unsigned integer. 

OA:  Offset for a*. This field specifies the OA value from Equation M-18. It is encoded as a 4-byte big 

endian unsigned integer. 

RB:  Range for b*. This field specifies the RB value from Equation M-18. It is encoded as a 4-byte big 

endian unsigned integer. 

OB:  Offset for b*. This field specifies the OB value from Equation M-18. It is encoded as a 4-byte big 

endian unsigned integer. 

IL:  Illuminant. This field specifies the illuminant data used in calculating the CIELab values. Rather than 

specify the XYZ values of the normalizing illuminant, which are used in calculating CIELab, the 

specification of the illuminant data follows ITU-T Rec. T.4 Annex E. The illuminant data consists of 

4 bytes, identifying the illuminant. In the case of a standard illuminant, the 4 bytes are one of the 

following: 

Replace the two last paragraphs of clause M.11.7.4.1 with the following and insert Table M.33. Relabel Table M.31 to 

Table M.34: 

When the EP fields are omitted for the CIELab colourspace, then the following default values shall be used. The default 

L*, a* and b* range parameters RL, RA and RB are 100, 170 and 200. The default L*, a* and b* offset values depend on 

the contents of the Pixel Format box, if present, and are specified in Table M.33. If the Pixel Format Box is not present, 

the table entries for signed or unsigned integer representations shall be used, depending on whether the channel is signed 

or unsigned: 

 

Table M.33 – Default Offset Values and Encoding of Offsets for the CIELab Colourspace 

Pixel Format Fi and 
Channel Signedness OL OA OB 

unsigned, integer 
(BPCi < 128) 0 2BPCi 2BPCi−1+2BPCi−2 

signed, integer 
(BPCi ≥ 128) 0 0 0 

unsigned, fixed point 
(BPCi < 128) 0 2BPCi 2BPCi−1+2BPCi−2 

signed, fixed point 
(BPCi ≥ 128) 0 0 0 
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Table M.33 – Default Offset Values and Encoding of Offsets for the CIELab Colourspace 

unsigned, floating point 
(BPCi < 128) 0 2BPCi 2BPCi−1+2BPCi−2 

signed, floating point 
(BPCi ≥ 128) 0 0 0 

NOTE – The relation between the number of bits in channel i is given by (BPCi AND 0x7f)+1, thus a value of 2BPCi indicates an 
offset of half the available range for channel i. "AND" denotes here the bitwise binary AND operation of the two operands, see 
also Table A.11 in ITU-T 800 | ISO/IEC 15444-1. 

NOTE – Other applications may use other range values by specifying EP field values. For example, the CIELab encoding in the 

ICC Profile Format Specification, ICC.1:2001-11 specifies ranges and offsets for the CIELab encoding that are different than the 

defaults given here. If the values specified in the CIELab encoding in the ICC Profile Format Specification, ICC.1:2001-11, are 

used, then they would have to be explicitly given in the EP fields. 

23) Clause M.11.7.4.2 – EP field format for the CIEJab colourspace 

Replace the second paragraph of clause M.11.7.4.2 and formula M-19 with the following: 

These fields describe how to convert between the unsigned values NJ, Na, Nb, as defined by CIE Publication No. 131, that 

are sent to the compressor or received from the decompressor and the signed CIEJab values J, a, b as defined by the CIE. 

According to CIE Publication No. 131, the calculations from real values Jab to integer, fixed point or floating point 

format, which are expressed by NJNaNb, are made as follows: 
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 (M-19) 

where MAXJ, MAXa and MAXb are the nominal maximum sample values according to Table M.26 for the channels 

carrying the J, a* and b* data and BPCx are the bits per component values for channel x as found in the Image Header Box, 

the Bits Per Component Box or the Palette Box. The brackets ⌈ ⌉  indicate rounding up to the next integer. The numerical 

values of MAXJ, MAXa and MAXb depend on the Image Header box, the Bits Per Component Box, the Palette Box and 

the Pixel Format Box as explained in clause M.11.7.2. 

Replace the enumeration specifying the encoding and default values of the fields RJ,RA and RB with the following, insert 

Table M.35. Re-label Tables M.32 through M.35 to Table M.36 through Table M.39: 

RJ:  Range for J. This field specifies the RJ value from Equation M-19. It is encoded as a 4-byte big endian 

unsigned integer. 

OJ:  Offset for J. This field specifies the OJ value from Equation M-19. It is encoded as a 4-byte big endian 

unsigned integer. 

RA:  Range for a. This field specifies the RA value from Equation M-19. It is encoded as a 4-byte big 

endian unsigned integer. 

OA:  Offset for a. This field specifies the OA value from Equation M-19. It is encoded as a 4-byte big 

endian unsigned integer. 

RB:  Range for b. This field specifies the RB value from Equation M-19. It is encoded as a 4-byte big 

endian unsigned integer. 

OB:  Offset for b. This field specifies the OB value from Equation M-19. It is encoded as a 4-byte big 

endian unsigned integer. 

When the EP fields are omitted for the CIEJab colourspace, then the following default values shall be used. The default J, 

a and b range parameters RJ, RA and RB are 100, 255 and 255. The default J, a and b offset values depend on the contents 

of the Pixel Format box, if present, and are indicated in Table M.35. If the Pixel Format Box is not present, the table 

entries for signed or unsigned integer representations shall be used, depending on whether the channel is signed or 

unsigned: 
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Table M.35 – Default Offset Values and Encoding of Offsets for the CIEJab Colourspace 

Pixel Format Fi and 
Channel Signedness OJ OA OB 

unsigned, integer 
(BPCi < 128) 0 2BPCi 2BPCi 

signed, integer 
(BPCi ≥ 128) 0 0 0 

unsigned, fixed point 
(BPCi < 128) 0 2BPCi 2BPCi 

signed, fixed point 
(BPCi ≥ 128) 0 0 0 

unsigned, floating 
point 

(BPCi < 128) 
0 2BPCi 2BPCi 

signed, floating point 
(BPCi ≥ 128) 0 0 0 

NOTE – The relation between the number of bits in channel i is given by (BPCi AND 0x7f)+1, thus a value of 2BPCi indicates an 

offset of half the available range for channel i. "AND" denotes here the bitwise binary AND operation of the two operands, see 

also Table A.11 in Rec. ITU-T Rec. 800 | ISO/IEC 15444-1. 

24) New clause M.11.7.8  

Add the following new clause M.11.7.8: 

M.11.7.8 Pixel Format box  

This box defines how samples represented in a channel are interpreted as numerical values representing colour according 

to a colourspace. If this box is absent, the default interpretation of the corresponding codestream is used. For codestreams 

following Rec. ITU-T T.800 | ISO/IEC 15444-1 (JPEG 2000), the reconstructed samples form signed or unsigned integers 

whose bit depth is given by the Palette Mapping Box, Bits Per Component Box or Image Header Box. For 

Rec. ITU-T T.832 | ISO/IEC 29199-2 (JPEG XR), the codestream reconstructs abstract bit patterns which are, in the 

absence of this box, interpreted to encode numbers in the binary two's complement. 

In the presence of this box, a two-stage conversion process converts the reconstructed sample values from its source 

format to one of the specified target formats: In the first stage, reconstructed integer samples are represented in binary 

two's complement form. In the second stage, these bit patterns are re-interpreted according to the contents of this box. 

NOTE – In typical computer hardware, integers are already represented in the two's complement notation. The first stage hence 

requires no operation. The second stage is usually nothing more than a C-style "reinterpretation cast" to the target representation; 

that is, all this box defines is to which target data type the sample values are "casted" before using them as input for a colour 

conversion or sample interpretation. Other means in the codestream should be provided to ensure that this re-interpretation allows 

efficient compression of the data, e.g., the two's complement to sign-magnitude conversion by an appropriate NLT marker. 

There shall be at most one Pixel Format Box per JP2 Header Box (if present) or per Compositing Layer Box. 

The type of this box shall be 'pxfm' (0x7078 666d). The format of this box shall be as follows: 

Insert the following as Figure M.24 and re-label Figures M.24 through M.40 and references thereto to M.25 through 

M.41. 

 

 

 

 

Figure M.24 – Layout of the Pixel Format Box 

N: Number of channels. This field specifies the number of channels whose pixel format is specified in this 

box. This number shall be identical to the number of channels defined in the Channel Definition Box if 

present, or identical to the number of components in the codestream. It is encoded as a two-byte big endian 

unsigned integer. 

F0
 N Cn0 FN-1

 CnN-1 
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Cn0: Channel index. This field specifies the index of the channel whose pixel format is specified. The value of 

this field represents the index of the channel as defined within the Component Mapping box or the actual 

component from the codestream if the file does not contain a Component Mapping box. This field is 

encoded as a 2-byte big endian unsigned integer. 

F0: Pixel Format. This field specifies the encoding of the pixel value as a bit pattern. For example, the bit 

pattern reconstructed by the codestream could be interpreted as signed or unsigned integer, as a fixed point 

value or as a floating point number. These numbers are then interpreted as colour intensities relative to a 

colourspace. This field is encoded as a 2-byte big endian unsigned integer, Table M.40 lists allowed values 

for this field and its encoding. 

Insert the following as Table M.40 and re-label Tables M.36 through M.40 and references thereto to M.42 through M.46. 

Table M.40 

Value of Fi Meaning 

0000 0000 0000 0000 Bit patterns are interpreted as signed or unsigned integers using a binary two's complement 
representation. 

0001 0000 0000 0000 The bit pattern is interpreted as a signed or unsigned integer representing the mantissa of a 
floating point with a common exponent coming from a channel using an exponent pixel 
format (see below) associated to the same colour or all of the image. The channel association 
is defined in the Channel Definition Box. The numerical value of the channel is to be 
reconstructed by 

 V = mantissa * 2exponent-136 

The association of the combined sample value is defined by the Typi value in the Channel 
Definition Box of the channel representing the mantissa. 

0010 0000 0000 0000 The bit pattern of the channel is to be interpreted as a signed or unsigned integer 
representing an exponent of a floating point number. The mantissa of this number is 
described by a channel associated to the same colour or all of the image. 

The Typi value of an exponent channel in the Channel Definition Box shall be ignored. 

0011 ffff ffff ffff The bit pattern of the channel is to be interpreted as fixed point number with f fractional bits 
(i.e., bits to the right of the binary point), or equivalently, a fixed point number that is pre-
shifted by f bits. The number of integer bits is given as the difference of the bit depths of the 
corresponding source component minus the number of fractional bits. The fractional value is 
reconstructed by dividing the integer value of the corresponding channel by 2f. 

0100 mmmm mmmm mmmm The bit pattern of the channel is to be interpreted as floating point number with one sign bit, 
exponent bits and m mantissa bits. The number of exponent bits is given by the bit precision 
of the component or palette entry used to define the channel, minus one, minus the number 
of mantissa bits. The topmost bit of the bit pattern is the sign bit, followed by the exponent 
bits, followed by the mantissa bits. The mantissa contains an implicit one bit that is not 
encoded, and the exponent is encoded as unsigned binary integer with a bias of size 2e-1–1, 
where e is the number of exponent bits. The reconstruction of the floating point number 
described by the bit pattern is defined by IEC 60559. 

all other values Reserved for future use. 

NOTE – Pixel formats 0001 0000 0000 0000 and 0010 000 0000 0000 are special in the sense that they require the input of two 

channels to reconstruct the sample value for one colour, where channels are matched corresponding to their association value Asoci 

defined by the Channel Definition Box. A mantissa associated to a specific colour matches an exponent associated to the same 

colour, or an exponent associated with all of the image – and vice versa. This pixel format is most useful for the RGBE encoding 

consisting of four channels; the first three channels are associated to the red, green and blue colour and have a pixel format of type 

0001 0000 0000 0000 (mantissa), the last channel is associated to all of the image and has a pixel format of type 0010 0000 0000 

0000 (exponent). 

For fixed point formats, the pixel format specifies only the number of fractional bits, the number of integer bits is implicit. For 

example, the 2.13 fixed point format of JPEG XR is encoded as a pixel format of 0011 0000 0000 1101 with signed codestream 

components of 16 bits, the 7.24 fixed point format is represented with 32 bit components and a pixel format of type 0011 0000 0001 

1000. 

Floating point numbers follow IEC 60559 encodings as much as possible, even though IEC 60559 does not include extensions such 

as "half-float" numbers. All these encodings share a sign bit s, exponent bits e and mantissa bits m packed into a bit pattern from 

most significant to least significant in this order. The following table shows the encoding of the most common floating point 

formats. Note that other formats are possible, and this table provides examples for commonly used floating point formats only: 
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Table M.41 – Common floating point formats (informative) 

Value Meaning 

0100 0000 0001 0111 IEC 60559 single precision (binary32) format. This format uses 23 mantissa bits, 8 exponent 
bits and one sign bit. The exponent encoding uses a bias of 127, normalized numbers use 
exponents between –126 and 127, denormalized numbers have an exponent value of –127, 
and NaNs and infinities an exponent value of 128. The corresponding components in the 
codestream must have a bit precision of 32 bits. 

0100 0000 0011 0100 IEC 60559 double precision (binary64) format. This format uses 52 mantissa bits, 11 
exponent bits and one sign bit, the exponent bias is 1023.  

0100 0000 0000 1010 IEC 60559 half-float (binary16 or half precision) numbers. This format uses 10 mantissa 
bits, 5 exponent bits and one sign bit. The exponent bias is 15. Normalized numbers use 
exponent values between –14 and 15, denormalized numbers have an exponent value of –15. 
Infinities and NaNs are represented by the exponent value 16. This pixel format requires a 
component of 16 bits precision. 

NOTE – If for example the intent is to encode non-negative IEC 60559 single precision numbers with the least significant 8 bits of 

the mantissa stripped off, the BPCi value of a component using this encoding would be 23 as 24 bits in total are used. The 

corresponding Fi would then be 0100 0000 0000 1111 as 15 mantissa bits remain in the truncated format. 

25) Clause M.11.10.2 – Instruction Set box 

Replace the first paragraph: 

An Instruction Set box contains a set of rendering instructions, each represented through a series of composition 

parameters. In addition, the entire set of instructions contained within this box may be repeated according to a repeat 

count; this repeating occurs before the reader continues on with the instructions found within the next Instruction Set box 

in the Composition box. Instruction Set boxes shall be found only within a Composition box; they shall not be found in 

any other locations in the file. 

With the following: 

An Instruction Set box contains a set of rendering instructions, each represented through a series of composition 

parameters. In addition, the entire set of instructions contained within this box may be repeated according to a repeat 

count; this repeating occurs before the reader continues on with the instructions found within the next Instruction Set box 

found within the same superbox. Instruction Set boxes shall be found only within either a Composition box or a 

Compositing Layer Extensions box; they shall not be found in any other locations in the file. 

Replace Table M.38 (now M.44) with the following: 

Table M.44 – ITyp field values 

Value Meaning 

0000 0000 0000 0000 No instructions are present, and thus no instructions are defined for the compositing layers in 
the file. 

XXXX XXXX XXXX XXX1 Each instruction contains XO and YO parameters. 

XXXX XXXX XXXX XX1X Each instruction contains the WIDTH and HEIGHT parameters. 

XXXX XXXX XXXX 1XXX Each instruction contains the LIFE, N and PERSIST animation parameters. 

XXXX XXXX XX1X XXXX Each instruction defines the crop parameters XC, YC, WC and HC. 

XXXX XXXX X1XX XXXX Each instruction defines the rotation parameter ROT. 

All other bit flags Reserved for future use 

26) Clause M.11.10.2.1 – Instruction parameter 

Add a 4 byte field ROT to the end of Figure M.27 (now M.28). 

 

 

 

Figure M.28 – Organization of the contents of an INST field within an Instruction Set box 

Persist 

XO YO WIDTH HEIGHT LIFE  NEXT-

USE 
XC YC WC HC ROT 
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Add a paragraph below paragraph 11 (starting with HC): 

ROT:  Rotation. This field specifies an optional rotation and mirroring that is to be applied as last step after 

cropping and before rescaling and rendering the image to the screen. If the ROT field is not present 

or is zero, the image shall be rendered in an orientation according to the specifications of the 

corresponding codestream. 

This field is encoded as a 4-byte big endian integer; its encoding is specified in Table M.47. 

Insert the following row into Table M.40 (now Table M.46): 

 

ROT 32 

0 

0-31, see Table M.47; if ITyp contains XXXX XXXX X1XX XXXX 

Not applicable otherwise 

Insert the following Table M.47 below Table M.46 (now Table M.46) and relabel Tables M.41 through M.49 and 

references thereto to Tables M.48 through M.56: 

Table M.47 – Encoding of the ROT field 

Values (bits) 

MSB   LSB 

Meaning 

0000 0000 Orientation not specified, use the orientation defined in the codestream (if any). 

000x 0001 Rotate by 0° clockwise  

000x 0010 Rotate by 90° clockwise  

000x 0011 Rotate by 180° clockwise 

000x 0100 Rotate by 270° clockwise 

0001 xxxx Flip image left to right after rotation 

all other values Reserved for future use 

Add the following paragraph at the end of clause C.11.10.2.1: 

For rendering an image in the presence of an instruction set box, the following steps shall be applied: 

• Crop the image to XC, YC, WC, and HC if cropping parameters are present. 

• Rotate and/or flip the image according to the ROT parameter if present. If the ROT parameter is not 

present, the image takes the orientation defined by the corresponding codestream. 

• Rescale the image to WIDTH and HEIGHT if these parameters are present. 

• Render the top left edge of the resulting image at position XO,YO into the compositing surface, or at 

position 0,0 if the XO and YO fields are not present. 

27) Clause M.11.16 – ROI Description box 

Replace the definition of Rtypi with: 

Rtypi:  Region of Interest type and encoding, can be simple rectangular (one value), simple elliptical (one 

value), quadrilateral refinement (multiple values, corresponding to 4 permutation bit fields A, B, C 

and D), or oriented elliptical refinement (one value). Rtypi may identify a quadrilateral refinement 

only if i > 1 and Rtypi-1 identifies a simple rectangular region. Similarly, Rtypi may identify an 

oriented elliptical refinement only if i > 1 and Rtypi-1 identifies a simple elliptical region. The Rtypi 

field is encoded as an 8 bit integer; allowed values are as follows: 
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Replace Table M.48 (now M.53) with: 

Table M.53 – Allowed Rtypi values 

Value (bits) 

MSB       LSB 

Meaning 

0000 0000 Aligned rectangular region of interest (rectangle edges parallel to the image edges) 

0000 0001 Aligned elliptical region of interest (ellipse diameters parallel to the image edges) 

AABB CDD0 Quadrilateral refinement, with bit fields: A (0-3), B (0-2), C (0-1), D (1-3)  

0000 0011 Oriented elliptical refinement 

other values Reserved for future use. 

Replace the definition of Rlcxi with: 

Rlcxi: Region of Interest horizontal location. In the case of an Aligned Rectangular Region of Interest or a 

Quadrilateral Refinement, this is the horizontal position of the top left corner of the relevant rectangle. 

In the case of an Aligned Elliptical Region of Interest this is the horizontal position of the centre point. 

For an Oriented Elliptical Refinement, this is the horizontal position at which the ellipse touches the 

upper edge of its bounding box, as identified by the immediate preceding region of interest. This value 

is stored as a 4-byte big endian unsigned integer. 

Replace the definition of Rlcyi with: 

Rlcyi:  Region of Interest vertical location. In the case of an Aligned Rectangular Region of Interest or a 

Quadrilateral Refinement, this is the vertical position of the top left corner of the relevant rectangle. 

In the case of a Simple Elliptical Region of Interest this is the vertical position of the centre point. For 

an Oriented Elliptical Refinement, this is the vertical position at which the ellipse touches the left 

edge of its bounding box, as identified by the immediate preceding region of interest. This value is 

stored as a 4-byte big endian unsigned integer. 

Replace the definition of Rwdti with: 

Rwdti:  Region of Interest width. In the case of an Aligned Rectangular Region of Interest or a Quadrilateral 

Refinement, this is the width of the relevant rectangle. In the case of an Aligned Elliptical Region of 

Interest this is the amount by which the ellipse extends to the left and to the right of its centre. For an 

Oriented Elliptical Refinement, this parameter shall be 1. This value is stored as a 4-byte big endian 

unsigned integer. 

Replace the definition of Rhthi with: 

Rhthi:  Region of Interest height. In the case of an Aligned Rectangular Region of Interest or a Quadrilateral 

Refinement, this is the height of the relevant rectangle. In the case of an Aligned Elliptical Region of 

Interest this is the amount by which the ellipse extends above and below its centre. For an Oriented 

Elliptical Refinement, this parameter shall be 1. This value is stored as a 4-byte big endian unsigned 

integer. 

Replace Table M.49 (now M.56) with: 

Table M.56 – Format of the contents of the ROI Description box 

Parameter Size (bits) Value 

Nroi 8 0 – 255 

Ri 8 0 – 255 

Rtypi 8 0 – 255 

Rsigi 8 0 – 255 

Rlcxi 32 0 – (232−1) 

Rlcyi 32 0 – (232−1) 

Rwdti 32 1 – (232−1) if Rtypi  3 
1 if Rypi = 3 

Rhthi 32 1 – (232−1) if Rtypi  3 
1 if Rypi = 3 
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Append the following text to clause M.11.16: 

If Rtypi identifies an Aligned Rectangular Region of Interest, the locations (x,y) which are considered to be included 

within the region are those which satisfy: 

   Rlcxi  x < Rlcxi + Rwdti and Rlcyi  y < Rlcyi + Rhthi. 

If Rtypi identifies an Aligned Elliptical Region of Interest, the locations (x,y) which are considered to be included within 

the region are those which satisfy: 

   (x − Rlcxi)2 / (Rwdti)2 + (y − Rlcyi)2 / (Rhthi)2  1, 

where floating-point arithmetic is employed, as opposed to integer division. 

If Rtypi identifies a Quadrilateral Refinement, Rtypi-1 shall identify an Aligned Rectangular Region of Interest, and the 

values of Rlcxi-1, Rlcyi-1, Rwdti-1 and Rhthi-1 shall describe a bounding rectangle that is refined into a quadrilateral, by 

using the A, B, C and D bit-fields identified in Table M.56, together with the values of Rlcxi, Rlcyi, Rwdti and Rhthi. 

Together, these values supply four horizontal and four vertical coordinates, identified as: 

  X[0] = Rlcxi-1, X[1] = Rlcxi, X[2] = Rlcxi + Rwdti − 1, X[3] = Rlcxi-1 + Rwdti-1 − 1 and 

  Y[0] = Rlcyi-1, Y[1] = Rlcyi, Y[2] = Rlcyi + Rhthi − 1, Y[3] = Rlcyi-1 + Rhthi-1 − 1 

These values shall satisfy the following constraints: 

   X[0]  X[1]  X[2]  X[3] and Y[0]  Y[1]  Y[2]  Y[3]. 

The quadrilateral is defined by four vertices V1, V2, V3 and V4, having horizontal and vertical coordinates (V1x,V1y), 

(V2x,V2y), (V3x,V3y) and (V4x,V4y). These vertices and associated edges are considered to be included within the 

region. The vertical coordinates of the vertices shall be obtained as follows: 

   V1y = Y[0]; V2y = Y[1]; V3y = Y[2]; and V4y = Y[3]. 

The horizontal coordinates of the vertices shall be obtained using the following equations: 

 V1x = X[A], where A is the 2 bit field identified in Table M.56, taking values in the range 0 to 3; 

 V2x = X[(A+1+B) mod 4], where B is the 2 bit field identified in Table M.56, taking values in the range 

 0 to 2; 

 V3x = X[(A+1+((B+1+C) mod 3)) mod 4], where C is the 1 bit field identified in Table M.56; and 

 V4x = X[(A+1+((B+2-C) mod 3)) mod 4]. 

The connectivity of the vertices is determined by the 2 bit field D identified in Table M.56, which takes values in the 

range 1 to 3. Table M.58 identifies the three possible connectivity cases and the associated values of D. 

Insert the following as Table M.57 and relabel Tables M.50 through M.52 and references thereto to Tables M.58 through 

M.60: 

Table M.57 – Interpreting the 2 bit D field of Rtypi for quadrilateral refinements 

DD Connectivity of quadrilateral vertices 

01 V1  V2  V3  V4  V1 

10 V1  V3  V4  V2  V1 

11 V1  V4  V2  V3  V1 

The vertices obtained by following the above procedure shall correspond to those of a well-formed quadrilateral region, 

in which opposite edges do not intersect, except possibly at their end-points. 

NOTE – Any or all edges may be degenerate, in the sense that the two vertices that define any edge may coincide. In this way, 

quadrilateral refinements may be used to describe triangular regions, arbitrarily oriented lines (of width 1) or even isolated points. 

If Rtypi identifies an Oriented Elliptical Refinement, Rtypi-1 shall identify an Aligned Elliptical Region of Interest, and 

the values of Rlcxi-1, Rlcyi-1, Rwdti-1 and Rhthi-1 shall describe the centre, left/right extent and above/below extent of a 
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bounding rectangle for the oriented elliptical region. In this case, the values of Rwdti and Rhthi shall be equal to 1 and 

the values of Rlcxi and Rlcyi shall correspond to the horizontal location at which the ellipse touches the upper boundary 

and the vertical location at which the ellipse touches the left boundary of this bounding rectangle. 

The oriented elliptical region may be obtained using either of the horizontal or vertical skewing procedures described 

below; these procedures are equivalent, up to integer rounding effects. These procedures employ the following quantities: 

 WO = Rwdti-1; HO = Rhthi-1; XC = Rlcxi-1; YC = Rlcyi-1 ;  = (Rlcxi − XC) / HO;  = (YC − Rlcyi) / WO; 

 WI = WO * sqrt(1 − *); and HI = HO * sqrt(1 − *). 

Horizontal Skewing Procedure: Starting with an elliptical region centred at the location (XC, YC), extending horizontally 

by WI and vertically by HO, shift each location (x,y) within this initial ellipse horizontally by an amount *(YC-y). 

Location (x,y) belongs to the oriented ellipse if and only if it satisfies: (x − XC − ( YC-y))2 / WI
2 + ((y − YC)2 / HO

2  1. 

Vertical Skewing Procedure: Starting with an elliptical region centred at the location (XC, YC), extending horizontally 

by WO and vertically by HI, shift each location (x,y) within this initial ellipse vertically by an amount *(x-XC). 

Location (x,y) belongs to the oriented ellipse if and only if it satisfies: (y − YC −  (x − XC))2 / HI
2 + ((x − XC)2 / WO

2  1. 

The values of Rlcxi and Rlcyi shall satisfy: 

 XC − WO < Rlcxi < XC + WO; YC − HO < Rlcyi < YC + HO. 

Moreover, there shall be a  in the range −1 to 1, such that Rlcxi and Rlcyi satisfy the following compatibility constraint: 

 WO − ½  (Rlcxi − XC)  WO + ½; and HO − ½  (YC − Rlcyi)  HO + ½. 

NOTE – The compatibility constraint serves to ensure compatibility between the horizontal and vertical skewing procedures. 

28) New clause M.11.21 

Introduce the following new clause, including associated tables and figures: 

M.11.21 Compositing Layer Extensions box 

If a JPX file involves a large number of compositing layers, whose headers are constructed according to a repeating 

pattern, it may be possible to describe them compactly using one or more Compositing Layer Extensions boxes. 

Compositing Layer Extensions boxes also allow a single animation to be separated into multiple alternate presentation 

threads. 

For example, a long sequence of multispectral images may be represented by codestreams, each of which uses the 

Multicomponent Transformation extensions described in Annex J to provide four different three-channel renditions and 

one panchromatic channel, each involving different linear combinations of the underlying multispectral component data. 

These five separate renditions can be assigned colourspaces, for display and other rendering purposes, via distinct 

compositing layers. The Compositing Layer Extensions box allows each of these five types compositing layers to be 

assigned a separate presentation thread, with its own timing for composition purposes. Moreover, the Compositing Layer 

Extensions box allows a long succession of such compositing layers, all formed in essentially the same way, from a 

succession of codestreams, to be represented together in a compact form, along with any associated metadata. 

Compositing Layer Extensions boxes may be found only at the top-level of the file (not within any superbox). If the file 

contains any Compositing Layer Extensions box, then it must also contain a Compositions box, at least one Codestream 

Header box and at least one Compositing Layer Header box. Moreover, all such boxes must precede any Compositing 

Layer Extensions boxes within the file. 

The Compositing Layer Extensions box is a superbox. It may contain zero or more Codestream Header boxes (as 

immediate sub-boxes only), one or more Compositing Layer Header boxes (as immediate sub-boxes only), zero or more 

Instruction Set boxes (as immediate sub-boxes only), together with zero or more auxiliary metadata boxes (e.g., Label 

boxes, XML boxes and Association boxes). The order in which these boxes appear within the Compositing Layer 

Extensions box is important and is explained below. 
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The type of the Compositing Layer Extensions box shall be 'jclx' (0x6A63 6C78) and its contents shall be as follows: 

 

Figure M.42 – Organization of the contents of a Compositing Layer Extensions box 

Cjclx: Number of Codestream Header boxes in the Compositing Layer Extensions box. Cjclx may be zero. 

jpchc: Codestream Header box c, where c runs from 1 to Cjclx. The Codestream Header boxes, if any, shall 

appear before any other boxes. 

Gjclx: Number of compositing groups in the Compositing Layer Extensions box. Gjclx shall be at least 1. 

Compositing groups shall appear consecutively, immediately following any Codestream Header 

boxes. 

Lg:  Number of Compositing Layer Header boxes in compositing group g, where g runs from 1 to Gjclx. 

Lg shall be at least 1. 

jplhg,j: Compositing Layer Header box j, within compositing group g, where j runs from 1 to Lg. The 

Compositing Layer Header boxes within each compositing group g shall precede any Instruction Set 

boxes within compositing group g.
 

Ig:  Number of Instruction Set boxes in compositing group g, where g runs from 1 to Gjclx. Ig may be 0 

only in the last group – i.e., when g=Gjclx. All other Ig values must be at least 1. 

isetg,i: Instruction Set box i, within compositing group g, where i runs from 1 to Ig. The Instruction Set 

boxes, if any, within compositing group g shall immediately follow the Compositing Layer Header 

boxes for compositing group g. 

Ljclx: Total number of Compositing Layer Header boxes found within the Compositing Layer Extensions 

box. This value shall equal the sum of the Lg values for g=1 to g=Gjclx. 

Tjclx:  Number of presentation threads defined by the Compositing Layer Extensions box. This value shall 

be equal to Gjclx if all compositing groups contain Instruction Set boxes. Otherwise, the last 

compositing group contains no Instruction Set boxes and the value of Tjclx shall be equal to Gjclx-1. 

If there are no Instruction Set boxes at all, the value of Tjclx shall be 0. 

Lrefg:  Number of compositing layers implicitly referenced by the Instruction Set boxes isetg,1 to isetg,Ig, 

where g runs from 1 to Tjclx. The procedure for calculating this value is given below. 

Fjclx:  Number of composited frames associated with each presentation thread defined by the Compositing 

Layer Extensions box. This value is supplied by the Compositing Layer Extensions Info box ("jlxi"), 

except possibly for the last Composition Layer Extensions box in the file; that box's Composition 

Layer Extensions Info box may hold the value 0 in place of an Fjclx value. Presentation threads 

defined by the final Composition Layer Extensions box may different numbers of frames, as 

determined by the thread's compositing instructions and compositing layers. 

Mjclx: Repetition factor for the Compositing Layer Extensions box. The Compositing Layer Extensions box 

defines a total of Mjclx  Cjclx codestream headers and Mjclx  Ljclx compositing layers. The value 

of Mjclx is supplied by the Compositing Layer Extensions Info box ("jlxi"), except possibly for the 

last Composition Layer Extensions box in the file; that box's Composition Layer Extensions Info box 

may hold the value 0 in place of the Mjclx value, but only if Cjclx is non-zero. In this case the value 

of Mjclx shall be determined in the manner described below. 

For the last Compositing Layer Extensions box in the file, if Cjclx is non-zero the value of Mjclx need not be provided 

within the Compositing Layer Extensions Info box; in this case, the Compositing Layer Extensions Info box supplies a 

value of 0 in place of the Mjclx value and Mjclx is defined implicitly through the number, Ctotal, of actual Contiguous 

Codestream boxes and Fragment Table boxes that appear either at the top-level of the file or within Multiple Codestream 

boxes. Specifically, in the case of the final Compositing Layer Extensions box in the file, unless the file contains no 

Codestream Header boxes at all, the value of Mjclx shall satisfy 

   Ctotal = Cprev + Mjclx  Cjclx, 

where Cprev is equal to the number of top-level Codestream Header boxes, added to the total number of additional 

codestream headers appearing within all preceding Compositing Layer Extensions boxes. This equation implicitly defines 

the value for Mjclx when Cjclx is non-zero. 

NOTE – In cases where a file is being generated dynamically, adding codestreams as they become available (e.g., from a camera), 

it can be useful to provide 0 in place of the Mjclx value within the final Compositing Layer Info box. 

jlxi 
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1
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Cjclx
 jplh

1,1
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If Instruction Set boxes are present, Tjclx > 0 and each of the initial Tjclx compositing groups defines a separate 

presentation thread. Each presentation thread provides an alternate sequence of composited frames that extends the 

sequence of frames created by the Composition box. The presentation thread inherits any composited frames created by 

following the instructions in the Composition box, as explained in clause M.5.3.2.1. However, the instructions found in 

the Composition box do not relate to any of the compositing layers associated with Composition Layer Extensions boxes, 

nor do any persistent composited frames created by the instructions found within a presentation thread persist into other 

presentation threads, found in the same or a different Compositing Layer Extensions box. 

It is possible that the file contains multiple Compositing Layer Extensions boxes, each of which provides a different 

number of presentation threads, some possibly having no presentation threads at all. Together with the Composition box, 

these offer T global presentation threads to renderers, where T is the maximum of the Tjclx values amongst all 

Compositing Layer Extension boxes. For each t in the range 1 to T, global presentation thread t consists of the sequence 

of composited frames offered by the Composition box, followed by the composited frames defined by compositing group 

g = min{t,Tjclx} of each successive Compositing Layer Extensions box for which Tjclx is non-zero. 

The set of codestream headers defined by a Compositing Layer Extensions box shall be formed by replicating the entire 

set of Cjclx Codestream Header boxes Mjclx times and numbering the codestream header produced by the rth replica of 

Codestream Header box jpch
c
, starting from r=0, as 

   Cprev + r  Cjclx + c. 

The set of compositing layers and associated headers defined by a Compositing Layer Extensions box shall be formed by 

replicating the entire set of Ljclx Compositing Layer Header boxes within the box Mjclx times and numbering the 

compositing layer associated with the rth replica of Compositing Layer header box jplhg,j as 

   Lprev + r  Ljclx + 1n<g Ln + j, 

where Lprev is equal to the number of top-level Compositing Layer Header boxes, added to the total number of additional 

compositing layers defined by all preceding Compositing Layer Extensions boxes. 

For each g from 1 to Tjclx, the composited frames associated with presentation thread g are formed by applying the 

compositing instructions found within Instruction Set boxes isetg,1 to isetg,Ig to the compositing layers formed from the 

Mjclx replicas of Compositing Layer Header boxes jclhg,1 to jclhg,Lg. 

The last Compositing Layer Extensions box in a file is not required to provide a value for Fjclx. Apart from this case, all 

presentation threads in the Compositing Layer Header box shall have the same number of frames, Fjclx. 

The Compositing Layer Extensions box may also contain other metadata boxes, such as Label boxes, XML boxes, 

Association boxes and Cross-Reference boxes. These additional boxes are not replicated, unless they are found within a 

replicated Codestream Header box or Compositing Layer Header box. 

If Compositing Layer Header boxes do not contain Codestream Registration boxes, the compositing layer that is numbered 

with index n uses the codestream that is numbered with index n. If Codestream Registration boxes are used, they shall be 

found in all Compositing Layer Header boxes, both at the top-level of the file and in all Compositing Layer Extensions 

boxes. In this case, the codestream indices contained in the Codestream Registration boxes that are found within a 

Compositing Layer Header box shall be remapped, according to the following procedure. An original codestream index 

c, found within a Codestream Registration box that is found within a Compositing Layer Header box shall satisfy either: 

  0  c < Ctop, or else  

  Cprev  c < Cprev+Cjclx, 

where Ctop is equal to the number of top-level Codestream Header boxes in the file. Moreover, in the rth replica of the 

Compositing Layer Header box, this original codestream index c shall be mapped to Cmap(r,c), where: 

  Cmap(r,c) = c, if c < Ctop, else 

  Cmap(r,c) = Cprev-Ctop + r  Cjclx + c, if c  Ctop 

If a Number List box is found anywhere within either a Compositing Layer Header box or a Codestream Header box that 

is inside a Compositing Layer Extensions box, any codestream index c that is found within the Number List box shall 

also be remapped to Cmap(r,c). Any compositing layer index n that is found within such a Number List shall be remapped 

to Lmap(r,n), where: 

  Lmap(r,n) = n, if n < Ltop, else  
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  Lmap(r,n) = Lprev-Ltop + r  Ljclx + n, if n  Ltop 

and Ltop is equal to the number of top-level Compositing Layer Header boxes in the file. 

If a Number List box is found anywhere within a Compositing Layer Extensions box that is not within a Compositing 

Layer Header box or a Codestream Header box, codestream indices c and compositing layer indices n that are found 

within the Number List box shall be interpreted as references to all codestreams Cmap(0,c) through Cmap(Mjclx-1,c) and 

all compositing layers Lmap(0,n) through Lmap(Mjclx-1,n), respectively. 

29) New clause M.11.22 

Introduce the following new clause, including associated tables and figures: 

M.11.22 Compositing Layer Extensions Info box 

The Compositing Layer Extensions Info box provides global information concerning repetition, compositing layers and 

composited frames associated with a Compositing Layer Extensions box. This box shall only be found as the first box 

inside a Compositing Layer Extensions box. 

The type of the Compositing Layer Extensions Info box shall be 'jlxi' (0x6A6C7869) and it shall have the following 

contents: 

 

Figure M.43 – Organization of the Compositing Layer Extensions Info Box 

Mjclx or 0:   Repetition factor for the Compositing Layer Extensions box, represented by a 4-byte unsigned 

big endian integer. This value may be 0 only in the last Compositing Layer Extensions box of 

the file, and then only if Cjclx is non-zero; in this case the repetition factor Mjclx is determined 

using the value of Ctotal, as described in clause M.11.21. 

Cjclx:   Number of Codestream Header boxes in the Compositing Layer Extensions box represented 

by a 4-byte unsigned big endian integer. 

Ljclx:   Total number of Compositing Layer Header boxes found within the Compositing Layer 

Extensions box represented by a 4-byte unsigned big endian integer. 

Tjclx:    Number of presentation threads defined by the Compositing Layer Extensions box represented 

by a 4-byte unsigned big endian integer. 

Fjclx or 0:  Number of composited frames associated with each presentation thread defined by the 

Compositing Layer Extensions box represented by a 4-byte unsigned big endian integer. This 

value may be 0 only if Tjclx is 0 or within the last Compositing Layer Extensions box in the 

file. In the latter case, the number of frames in each presentation thread is determined by the 

compositing instructions themselves, together with the number of available compositing 

layers. 

LIFE-START: The start time for the first composited frame in each presentation thread defined by the 

Compositing Layer Extensions box, measured in milliseconds, relative to the start of the first 

composited frame defined by the Composition (comp) box. This field shall appear only if Tjclx 

is non-zero and is represented by a 4-byte unsigned big endian integer. 

If Tjclx is non-zero, the duration of composited frames associated with the Composition box or previous Compositing 

Layer Extensions boxes shall be truncated, as required, in order to ensure that they are not presented beyond the point 

defined by LIFE-START. 

30) New clause M.11.23 

Introduce the following new clause, including associated tables and figures: 

M.11.23 Multiple Codestream box 

If a JPX file contains a large number of codestreams, it may be useful to encapsulate them within one or more Multiple 

Codestream boxes. Each Multiple Codestream box identifies the number of codestreams which it contains, together with 

 

Cjclx 

 

 

Mjclx 

or 0 

 

Ljclx 

 

 

Tjclx 

or 0 

 

 

LIFE-

START 

 

Fjclx 

 



ISO/IEC 15444-2:2004/Amd.3:2015 (E) 

  Rec. ITU-T T.801 (2002)/Amd.3 (03/2013) 25 

information that may allow readers to efficiently recover specific codestreams of interest. A Multiple Codestream box 

may contain contiguous codestreams, fragmented codestreams or both. 

Multiple Codestream boxes may be found only at the top-level of the file or as immediate sub-boxes of other Multiple 

Codestream boxes. Moreover, all top-level Contiguous Codestream boxes and Fragment Table boxes in a JPX file must 

precede any Multiple Codestream boxes. 

If the file's compositing layers involve Codestream Registration boxes, the codestreams referenced by such boxes within 

all top-level Compositing Layer Header boxes shall appear at the top-level of the file (not within Multiple Codestream 

boxes). If the file's compositing layers do not involve Codestream Registration boxes, there shall be at least one top-level 

codestream for each top-level compositing layer (i.e., for each compositing layer not defined by a Compositing Layer 

Extensions box). In any event, the file shall contain at least one top-level codestream that is not found within a Multiple 

Codestream box. 

NOTE – For most purposes, these restrictions mean that the codestreams represented by Multiple Codestream boxes are likely to 

be those that are associated with Codestream Header boxes found within Compositing Layer Extensions boxes. However, this need 

not always be the case, and there is no implied correspondence between Multiple Codestream boxes and Compositing Layer 

Extensions boxes. 

The type of the Multiple Codestream box shall be 'j2cx' (0x6A32 6378) and it shall have the following contents: 

 

Figure M.44 – Organization of the contents of a Multiple Codestream box 

j2ci:    A Multiple Codestream Info box, specifying the total number of codestreams contained within 

this Multiple Codestream box. 

jp2c/ftbl/j2cx:  A Contiguous Codestream box, a Fragment Table box or another Multiple Codestream box. 

The total number of codestreams found within these boxes shall agree with the value identified 

via the Multiple Codestream Info box. 

mdat/mfree:  Zero or more Media Data or Free boxes; these shall appear after all Contiguous Codestream, 

Fragment Table and Multiple Codestream boxes that appear within this Multiple Codestream 

box. 

NOTE 1 – It is advisable for file writers to construct Multiple Codestream boxes from sub-boxes that all have the same type, all 

have the same length and all represent the same number of codestreams, except possibly the last sub-box. In particular, this means 

that it is advisable to embed Fragment Table boxes rather than Contiguous Codestream boxes within a Multiple Codestream box. 

This is especially useful in cases where the Multiple Codestream box contains a large number of codestreams, since it allows a 

reader to use the information found in the Multiple Codestream Info box to efficiently locate codestreams of interest. The actual 

contents of the codestreams referenced by Fragment Table boxes might be written to Media Data boxes within the same file, or 

else they might be found in other files. 

NOTE 2 – In some cases, it may be advantageous for a writer to allocate space to accommodate a fixed number N of Fragment 

Table boxes within a Multiple Codestream boxes, even if the actual number of codestreams is not definitely known. If the number 

of codestreams turns out to be smaller than N, the Ncs value within the Multiple Codestream Info sub-box may be rewritten and 

the unused Fragment Table boxes may be rewritten as Free boxes, without affecting other boxes that may have been written to the 

file. If the number of codestreams turns out to be larger than N, additional Multiple Codestream boxes may be written. 

Table M.61 – Format of the contents of the Multiple Codestream box 

Parameter Size (bits) Value 

j2ci 128 varies 

jp2c/ftbl/j2cx varies varies 

mdat varies varies 

j2ci jp2c/ftbl/j2cx jp2c/ftbl/j2cx free/mdat free/mdat 
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31) New clause M.11.24 

Introduce the following new clause, including associated tables and figures: 

M.11.24 Multiple Codestream Info box 

The Multiple Codestream Info box shall only be found as the first box inside a Multiple Codestream box. The Multiple 

Codestream Info box provides the total number of codestreams contained or referenced from within this Multiple 

Codestream Box, along with auxiliary information that may allow readers to efficiently recover specific codestreams of 

interest. 

The type of the Multiple Codestream box shall be 'j2ci' (0x6A32 6369) and it shall have the following contents: 

 

 

 

Ncs Ltbl 

 

Figure M.45 – Organization of the contents of a Multiple Codestream Offsets box 

Ncs:  Total number of codestreams represented by the Multiple Codestream box, within which this box 

occupies the first position. This value is represented by a 4-byte unsigned big endian integer. 

Ltbl: This field is represented as a 4-byte unsigned big endian integer. This value is either 0 or else it 

represents the common size and common number of codestreams that are represented by all of the 

Contiguous Codestream, Fragment Table or Multiple Codestream boxes that follow this box, except 

possibly the last one. Specifically, if B is the number of Contiguous Codestream, Fragment Table or 

Multiple Codestream boxes that follow this box as immediate sub-boxes of the containing Multiple 

Codestream box, and if Ltbl is not equal to zero, then at least the first B-1 of these Contiguous 

Codestream, Fragment Table or Multiple Codestream sub-boxes each have a length of L bytes, 

including the box header, and each represent a total of 2R codestreams, where R < 64, L < 226 and 

Ltbl = R  226 + L. 

Table M.62 – Format of the contents of the Multiple Codestream Info box 

Parameter Size (bits) Value 

Ncs 32 1 – (232−1) 

Ltbl 32 0 – (232−1) 

32) New clause M.11.25 

Introduce the following new clause: 

M.11.25 Grouping Box 

The Grouping box provides a mechanism to group other boxes within a container without specifying specific associations 

as in the Association box. The Grouping box is a superbox. 

The type of the Grouping box shall be 'grp\040' (0x6772 7020) and it shall have the following contents: 

 
Box

0
  Box

N-1
 

  

Figure M.46 – Organization of the contents of a Grouping box 

The Grouping box shall not be the first box within an Association box. Logically, all boxes found within the Grouping 

box shall be interpreted as if they were found at the level of the grouping box. However, boxes that are required to be 

sub-boxes of a particular super-box, according to the remainder of this specification, shall not be found within Grouping 

boxes. 
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NOTE – Grouping boxes could be expected to appear in places where Association boxes might appear. The sub-boxes of a 

Grouping box would typically be boxes that could be expected to appear within an Association box. Examples of such sub-boxes 

include (but are not limited to) Label boxes, Number List boxes, Region of Interest Description boxes, XML boxes, Association 

boxes, other Grouping boxes and Cross Reference boxes that provide references to such boxes. Because sub-boxes of a Grouping 

box would have the same meaning if found at the same level as the Grouping box, the use of Grouping boxes does not have any 

semantic implications for the contained metadata. However, the use of Grouping boxes may facilitate the selective delivery of 

metadata of interest by a JPIP server, using the tools and mechanisms defined in Rec. ITU-T T.808 | ISO/IEC 15444-9. 

33) New clause M.11.26 

Introduce the following new clause: 

M.11.26 Decomposed XML box 

The Decomposed XML box specifies front-matter from an XML document that is decomposed through a hierarchy of 

Association boxes. When placed as the first box inside an association box, the Decomposed XML box allows for 

subsequent XML elements to be further decomposed using Association boxes, as shown in clause M.11.11. 

The Decomposed XML box shall only be found as the first box within an association box, and that parent association box 

shall contain only the Decomposed XML box, other association boxes (with XML Header boxes as their first box) and 

XML boxes. 

The type of the Decomposed XML box shall be 'dxml' (0x786D 6C64) and it shall have the following contents: 

 

Figure M.47 – Organization of the contents of a decomposed XML box 

LID: Length of the ID field, specified as a 2-byte unsigned integer 

ID:  A text string specifying an ID for this XML document. The length of this field is the LID field, in 

bytes. 

FM:  A text string specifying the front-matter of the XML document. This string shall contain the "<?xml>" 

tag and preferably all other complete XML elements describing the type of data in the document, such 

as namespace and schema tags. 

34) New clause M.11.27 

Introduce the following new clause: 

M.11.27 XML Header box 

The XML Header box specifies an ID and the opening tag for a single XML element. When placed as the first box inside 

an association box, the XML Header box allows for a well-formed XML document to be decomposed into a hierarchical 

structure using boxes; The content of the XML element specified in the XML Header box are taken as boxes 2–N within 

the Association box. The XML Header box shall be found only as the first box inside an Association box, and that 

Association box shall only contain the XML Header box, other Association boxes (with XML Header boxes as their first 

box) and XML boxes. 

The type of the XML Header box shall be 'hxml' (0x786D 6C68) and it shall have the following contents: 

 

Figure M.48 – Organization of the contents of a XML header box 

LID: Length of the ID field, specified as a 2-byte unsigned integer 

ID:  A text string specifying an ID for this XML element. The length of this field is the LID field, in bytes 
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OELT: A text string specifying the opening tag, including left and right angle brackets ('<' and '>') and all 

attributes for this XML element 

35) New clause M.15 

Introduce the following new clause: 

M.15 Decomposing an XML document into multiple boxes 

Using the Decomposed XML box, the XML Header box, and the Association box, a single XML document can be 

decomposed into multiple boxes; this may be necessary to break a large document into smaller chunks that can be retrieved 

separately through an interactive protocol. 

While file writers are given some flexibility as to how a document is broken up, there is one important restriction. If a 

specific element is to be decomposed using an XML Header box and an Association box, then all ancestors of that element, 

up to the root of the original XML document shall also be decomposed. 

Within the structure rooted at the Association box containing the Decomposed XML box, the file shall contain only 

Decomposed XML boxes, XML Header boxes, XML boxes, and other Association boxes. Other boxes shall not be found 

within the hierarchy. 

NOTE – While it is conforming to include a decomposed XML document in an isolated JPX file, this capability is intended to 

provide a mechanism to decompose the contents of an XML box into a sequence of box in situations where only portions of the 

XML box are to be returned or transmitted, for example by a JPEG 2000 image server operating in the context of Rec. ITU-T T.808 

| ISO/IEC 15444-9 (JPIP). In these cases, the server might transcode a standard XML box into a sequence of boxes upon loading 

the original file which would facilitate selective delivery of the portions of the XML content of interest by a JPIP server, using the 

placeholder and stream equivalence tools and mechanisms defined in Rec. ITU-T T.808 | ISO/IEC 15444-9. 

Informative Example: Consider the following well-formed XML document: 

 
<?xml version="1.0" encoding="iso-8859-1"?> 

<schema xmlns="http://www.w3.org/2001/XMLSchema" 

 xmlns:po="http://www.example.com/graphic" 

 targetNamespace="http://www.example.com/graphic" 

 elementFormDefault="qualified" 

 attributeFormDefault="unqualified"> 

<shape id="box" z="2"> 

 <rect x="20" y="19" w="40" h="28" /> 

</shape> 

<smallshape id="spot" z="0"> 

 <point x="40" y="22"> 

</smallshape> 

<shape id="pinhole" z="1"> 

 <circle x="40" y="22" r="10" /> 

</shape> 

This XML document might be decomposed as indicated in Figure M.49. 
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'dxml' 

ID: Camera graphic 

FM: 
<?xml version="1.0" encoding="iso-8859-1"?> 

<schema xmlns="http://www.w3.org/2001/XMLSchema" 

 xmlns:po="http://www.example.com/graphic" 

 targetNamespace="http://www.example.com/graphic" 

 elementFormDefault="qualified" 

 attributeFormDefault="unqualified"> 

 

'asoc' 

'hxml': 

ID: Lense 

OELT: 
<shape id="pinhole" z="1"> 

 
 

'xml ': 
<smallshape id="spot" z="0"> 

<point x="40" y="22"> 

</smallshape> 

 

'asoc' 

'hxml' 

ID: Camera body 

OELT: 
<shape id="box" z="2"> 

 

'xml': 
<circle x="40" y="22" r="10" /> 

 
 

 

Figure M.49 – Example Box layout for a Decomposed XML box 

36) New clause O.5 

Add the following new clause O.5: 

O.5 Wrapping JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-2) Codestreams by the JPX file format  

The following clause lists guidelines how to encapsulate JPEG XR (Rec. ITU-T T.832 | ISO/IEC 29199-2) codestreams 

in the Rec. ITU-T T.801 | ISO/IEC 15444-2 file format. 

O.5.1 File Type box 

The file type box of a Rec. ITU-T T.801 | ISO/IEC 15444-2 file containing a Rec. ITU-T T.832 | ISO/IEC 29199-2 

compliant codestream includes the appropriate JPEG XR brand values, defined in clause M.2.9, in the compatibility list 

(see Rec. ITU-T T.800 | ISO/IEC 15444-1, clause I.5.2, and see also clause M.11 in this Recommendation | International 

Standard). These brand values define the presence of JPEG XR and profile(s) required to reconstruct the codestream 

content. 

O.5.2 Reader requirements list 

The reader requirements list includes the appropriate JPEG XR codestream indicators – values 75 through 79 – defined 

in clause M.11.1. Additionally, Reader Requirements property 80 is used to indicate any type of fixed point pixel format, 

property 81 to indicate the presence of floating point formats, and property 82 is used to indicate the presence of the 

RGBE pixel format. 
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O.5.3 Alpha channels encoded as a separate alpha image plane 

The JPEG XR codestream can either encode an alpha channel in an interleaved manner with the compressed image data, 

or can represent the alpha channel in a separate codestream also contained in a JPEG XR file. For the latter case, the 

following representation should be used: 

–  The JPX file should contain two Codestream Header boxes and one Compositing Layer header box. 

–  The primary JPEG XR codestream representing colour/grayscale information is contained in the first 

codestream header box. An Image Header box and (optionally) a Bits Per Component box should 

complement this codestream. 

–  The secondary JPEG XR codestream containing the alpha channel (transparency information) should be 

packaged into the second codestream header box. An Image Header box should complement this secondary 

codestream. This codestream should only contain a single component. 

–  The Compositing Layer box or the JP2 Header box should contain at least a Channel Definition box. This 

Channel Definition box should associate channels 0 through N-1 with colour information in the way given 

by clause O.5.5, and channel N should have AsocN set to 0. CTypN should set to 1 for regular (non-pre-

multiplied) and set to 2 for pre-multiplied alpha channels. 

–  The Compositing Layer box should contain a Codestream Registration box which should create a single 

compositing layer from the two codestreams representing the colour/grayscale information and the alpha 

information. A suitable representation of this information would be a Codestream Registration box 

describing two codestreams where the horizontal and vertical grid size of both codestreams are set to one, 

the horizontal and vertical resolution of both streams are also set to one, and the horizontal and vertical 

offsets are set to zero. This will instruct a decoder to align the two codestreams correctly and to use the 

second codestream as fourth (or second, for grayscale images) channel, extending the information of the 

first codestream. This process is defined in Annex M.5, especially Annex M.5.1 and Figure M.3. 

An alpha channel that is encoded as an interleaved alpha image plane in the primary codestream requires only one 

Codestream Header box and one Compositing layer box, or alternatively one JP2 Header box. The box layout of the 

remaining boxes is explained in the following subclauses. 

O.5.4 Image Header box 

The Compression Type C in the Image Header box is set to 11 (JPEG XR). The value CN is set to the number of channels 

defined by the JPEG XR PIXEL_FORMAT (see clause A.20 of Rec. ITU-T T.832 | ISO/IEC 29199-2) including the 

alpha channel if present, and including the RGBE exponent channel, if present. 

The BPC field is set to the number of bits minus one required to represent the encoding of the corresponding pixel format. 

For integer samples, this is identical to the bit precision. For the 2.13 fixed point format and the half-float sample format, 

this field has the value of 15, indicating 16 bit components. For the 7.24 fixed point or the IEC 60559 single-precision 

floating point format, the value of this field is 31, indicating that 32 bits are required to encode the numbers. 

O.5.5 Channel Definition Box 

The Channel Definition box should be populated as follows: 

The number of channels N is equal to the number of channels defined by the JPEG XR PIXEL_FORMAT, including the 

alpha channel represented as either in a separate codestream or interleaved to the image data, if present, and including the 

exponent channel, if present. The channel association Asoci and channel type Ctypi should be populated as follows: 

–  For PIXEL_FORMAT values not using an alpha or exponent channel or if the alpha channel is encoded 

as a separate alpha image plane, CTypi is set to zero for all i. Asoci is set to i. 

–  For PIXEL_FORMAT values using an alpha channel, the first channels carrying colour information are 

mapped as above; the alpha channel has its CTyp set to 1 and its Asoc set to 0. 

–  For PIXEL_FORMAT values using a pre-multiplied alpha channel, the channels carrying the colour 

information are mapped as above, the alpha channel has the CTyp set to 2 and its Asoc set to 0. 

–  For the RGBE pixel format, the first three channels have their CTypi set to zero and their Asoci set to i. 

The exponent channel is indicated by a CTyp4 of 0 and Asoc4 of 0. 

O.5.6 Pixel Format box: 

The Pixel Format box should be populated as follows: 

The number of channels N is equal to the number of channels defined by the JPEG XR PIXEL_FORMAT, including the 

alpha channel, if present, and including the exponent channel if present; that is, the value N is identical to that in the 

Channel Definition Box, or to the number of components in the codestream if no Channel Definition Box is present. 
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The pixel format Fi fields are populated as follows: 

–  For PIXEL_FORMAT values using integer samples, Fi is set to zero for all channels. Alternatively, it is 

acceptable not to write a Pixel Format Box. 

–  For PIXEL_FORMAT values using the 2.13 fixed point format, Fi is set to 0011 0000 0000 1101 for all 

channels. 

–  For PIXEL_FORMAT values using the 7.24 fixed point format, Fi is set to 0011 0000 0001 1000 for all 

channels. 

–  For PIXEL_FORMAT values using the half-float format, Fi is set to 0100 0000 0000 1010 for all channels. 

–  For PIXEL_FORMAT values using the IEC 60559 single precision format, Fi is set to 0100 0000 0001 

0111 for all channels. 

–  For the RGBE pixel format, the first three channels have Fi set to 0001 0000 0000 0000 and the last channel 

has F4 set to 0010 0000 0000 0000. 

O.5.7 Colour Specification box 

The Colour Specification box should be populated as follows: 

Unless a custom colourspace is to be used, the following recommendations apply: 

–  For the RGB and BGR pixel formats, including those types with alpha channel and RBGE, METH should 

be set to 1 and EnumCS to 16 for sample precisions of 8 bpp. For sample precisions higher than 8bpp, 

EnumCS should be set to 25. 

–  For the grayscale types, METH should be set to 1 and EnumCS to 17. 

–  For the YCC types, METH should be set to 1 and EnumCS to 18. 

–  For the Black and White type, METH should be set to 1 and EnumCS to 0. 

–  The N channel types require either a full ICC profile or a vendor specific colour format with METH=3 or 

4, the three channel type may also use a restricted ICC profile using METH=2. 

O.5.8 Instruction Set box 

The JPEG XR Recommendation | International Standard (Rec. ITU-T T.832 | ISO/IEC 29199-2) encodes an optional 

rotation information that requests decoders to rotate images as part of the rendering process. If JPEG XR codestreams are 

wrapped into the file format specified by this Recommendation | International Standard, and rotating the image as part of 

the rendering process is desired, this rotation information is represented by a Composition box (see clause M.11.10) 

containing a Composition Options box (see clause M.11.10.1) and at least one Instruction Set box (see clause M.11.10.2). 

This Instruction Set box contains an ITyp (see Table M.44) with bit 6 set (i.e., XXXX XXXX X1XX XXXX) and the 

instruction parameters contains a ROT parameter (see Table M.46 and Table M.47) encoding the desired rotation. 

The following table lists the mapping between the orientation value of the ROT field in the Instruction Set box in this 

Recommendation | International Standard and the SPATIAL_XFRM_SUBORDINATE in Rec. ITU-T T.832 | 

ISO/IEC 29199-2 (JPEG XR): 

Table O.2 – Mapping between ROT and SPATIAL_XFRM_SUBORDINATE 

Orientation in ROT field SPATIAL_XFRM_SUBORDINATE 

0000 0001 000 

0000 0010 100 

0000 0011 011 

0000 0100 111 

0001 0001 010 

0001 0010 110 

0001 0011 001 

0001 0100 101 

O.5.9 UUID Boxes carrying the JPEG XR PIXEL_FORMAT UUID value 

To ease the transition between the JPEG XR TIFF based file format and the JPX file format, it is suggested to add a UUID 

box to the JPX file that identifies the original JPEG XR PIXEL_FORMAT field. The following parameters are 

recommended: 
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– The UUID of the UUID box should be set to fbba41a9-21e8-4f0f-a9f0-de4585cf63b2. This UUID 

is used to identify the JPEG XR pixel format information. 

–  The data of the UUID box is set to the 16 byte UUID information defining the PIXEL_FORMAT. For the 

list of all PIXEL_FORMAT values, consult Annex A of Rec. ITU-T T.832 | ISO/IEC 29199-2. 

It is highly recommended to keep the contents of this UUID box consistent with the layout of the rest of the file, especially 

on transcoding the image from one layout to another. An alternative strategy may be to simply drop this UUID box on 

transcoding. 

Readers should not depend on the contents of this box, and should rather consult the boxes of the JPX file format to render 

the image. Software should check the consistency of the PIXEL_FORMAT with the remaining content of the file, and in 

case of doubt, ignore it and use other information in the file instead. 

37) New Clause O.6 

Add the following new clause O.6: 

O.6 Representing floating point numbers within JPEG 2000 

This Recommendation | International Standard allows the representation of images whose sample values are IEC 60559 

single precision or half-float numbers. The floating point sample interpretation requires using a Pixel Format Box (see 

clause M.11.7.8) and is annotated in the Fi field of the Pixel Format Box. See clause M.11.7.8 for example encodings. 

Additionally, the Reader Requirements Property 81 (floating point samples) is indicated in the Reader Requirements Box, 

see clause M.11.1. 

Floating point data is, however, not indicated in the bitstream. Instead, the codestream still represents integer data of 16 

or 32 bit size, which is re-interpreted due to the Pixel Format Box as floating point data in a two-step process during 

decoding: In a first step, the integer sample values are represented by bit pattern using a binary two's complement 

representation. Note that this is the representation of signed integers on many, but not all computer architectures. In a 

second step, the bit-patterns are re-interpreted as floating point numbers using the IEC 60559 (IEEE 754) representation. 

Many computer systems implement this floating point format natively, and the conversion from integer to floating point 

representation is only a casting operation in this case. 

The casting function from binary two's complement integer to IEC 60559 floating point would be a monotone function if 

integers would be represented in a sign-magnitude (not two's complement) format. The codestream NLT marker (see 

clause A.3.10) offers now the possibility to perform a conversion between the two's complement and sign-magnitude 

representation of integers by setting its Tnlt value to 3, making the composition of the NLT implemented mapping and 

the casting to floating point a continuous monotone map between integer samples and floating point data. It is 

recommended that encoders insert such markers for any component representing floating point data. If this mapping is 

not enabled by such a NLT marker, encoding of floating point data is possible, but suboptimal. 

It can be seen that the composition of the NLT marker mapping and the re-interpretation of integers as IEC 60559 floating 

point data implements a lossless (one-to-one) mapping between the integers and the floating point domain that is 

approximately equal to a piecewise linear approximation of the exponential function 

   f(x)  sign(x) (2|x|−1) 

where x is the bit-pattern interpreted as binary number and f(x) is the interpretation of the same bit pattern as IEC 60559 

floating point number. It can be furthermore seen that compressing floating point numbers in the above sense by a mean 

square error optimal JPEG 2000 compressor results in a floating-point compression scheme that approximately minimizes 

the mean relative square error, and that this compression scheme is lossless if the lossless compression path of JPEG 2000 

has been chosen. 

Even though the Pixel Format Box (see clause M.11.7.8) provides the functionality to designate channels for encoding 

mantissa and exponent values of a single floating point source separately using this functionality for floating-point 

compression is discouraged. It is recommended to use this format for the representation of RGBE samples in JPEG XR 

codestreams only, see clause O.5. 
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38) New clause O.7 

Add the following new clause O.7: 

O.7 Working with ROI Description boxes  

The ROI Description box defined in clause M.11.16 is capable of representing regions of interest whose boundaries are 

polygons or ellipses with any orientation. This is achieved through a combination of four types of shape primitives: 1) 

simple rectangular regions (Rtypi=0); 2) simple elliptical regions (Rtypi=1); 3) arbitrary quadrilaterals; and 4) arbitrarily 

oriented ellipses. These last two types of shape primitives are each represented using two consecutive entries (with indices 

i-1 and i) within the ROI description box. In each case, the first entry corresponds to a simple shape (simple rectangle or 

simple ellipse), which is refined by the second entry. Moreover, in each case, the bounding rectangle associated with the 

simple shape is also the tightest bounding rectangle for the refined shape. This property may reduce the complexity of 

some implementations, especially where precise knowledge of the region of interest is not required. 

Elliptical regions which are transformed by an affine or perspective transformation remain elliptical. As a result, any 

affine or perspective transformation of the shapes which can be represented by an ROI description box can still be 

represented by an ROI description box, subject to the limitations of integer coordinate approximation. This allows 

corresponding regions of interest to be correctly represented in JPX compositing layers or animation frames which are 

related through a perspective transform. Affine and perspective transformations are common tools for image registration, 

so this property allows regions of interest to be correctly transformed along with the imagery itself whenever such 

transformations are required. 

For arbitrary quadrilaterals, the quadrilateral refinement entry has Rtypi=64A+16B+8C+2D and defines an inner 

rectangular region, which is entirely contained within the simple rectangular boundary defined by the preceding entry. 

Here, 0  A  3, 0  B  2, 0  C  1 and 0  D  2. The vertices of the quadrilateral and their connectivity are recovered 

via the procedure outlined in M.11.16, using the coordinates of the two rectangular regions with the values of bit-fields 

A, B, C and D. We outline here a procedure which may be used to obtain the values for these coordinates and bit-fields 

in order to represent an arbitrary quadrilateral which has vertices at locations (V1x,V1y), (V2x,V2y), (V3x,V3y) and 

(V4x,V4y). 

Without loss of generality, assume that the vertices have been sorted in order of increasing vertical ordinates, such that 

 V1y  V2y  V3y  V4y 

Let X[p] and Y[p], p=0,1,2,3, correspond to the horizontal and vertical coordinates of vertices V1 through V4, sorted into 

increasing order. That is, 

 Y[0]=V1y, Y[1]=V2y, Y[2]=V3y, Y[3]=V4y, 

 X[a]=V1x, X[b]=V2x, X[c]=V3x, X[d]=V4x, 

where a, b, c and d identify the sorting order for the horizontal vertex coordinates. Then bit-fields A, B and C are obtained 

from: 

 A = a; B = ((b-a) mod 4) – 1; C = ( [((c-a) mod 4) – ((b-a) mod 4)] mod 3) –1. 

Bit-field D is readily obtained from Table M.57, based on the connectivity exhibited by the quadrilateral's vertices. 

Finally, the rectangular parameters are found from: 

 Rlcxi-1 = X[0], Rwdti-1 = X[3]+1-X[0], Rlcxi = X[1], Rwdti = X[2]+1-X[1] 

and 

 Rlcyi-1 = Y[0], Rhthi-1 = Y[3]+1-Y[0], Rlcyi = Y[1], Rhthi = Y[2]+1-Y[1]. 
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