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Summary 
This Recommendation describes methods and procedures for conducting subjective evaluation 
experiments for telephone services which are based on spoken dialogue systems. The respective 
systems enable a natural interaction via spoken language and possess speech recognition and 
interpretation, dialogue management, and speech output capabilities. The set-up and running of 
appropriate interaction experiments is described, and questionnaires for quantifying the relevant 
quality dimensions perceived by the user are given. 
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FOREWORD 
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Recommendations on them with a view to standardizing telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, 
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on 
these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 
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ITU-T Recommendation P.851 

Subjective quality evaluation of telephone services 
based on spoken dialogue systems 

1 Scope 
This Recommendation describes subjective evaluation methods providing information about the 
quality of telephone services based on spoken dialogue systems, as experienced by the users of such 
services. Spoken dialogue systems addressed by the Recommendation enable a spoken language 
interaction with a human user via the telephone network on a turn-by-turn basis, and have speech 
recognition, speech understanding, dialogue management, response generation, and speech output 
capabilities. They may provide access to information stored in a database, or allow different types 
of transactions to be performed. 

The evaluation methods described here address different aspects of quality from a user's point of 
view, taking the spoken dialogue system as a black box. Important quality aspects are the usability 
of the service, the communication efficiency, task and service efficiency, user satisfaction, 
perceived speech input and output quality, the system's cooperativity, the symmetry of the 
interaction, and the perceived smoothness of the interaction. The methods are based on laboratory 
experiments in which subjects interact with the spoken dialogue system in order to perform a 
pre-defined, realistic task. The subjects' opinion on perceptive quality dimensions can be rated in a 
guided or unguided way, on questionnaires that are given to them after the experiment, or with the 
help of other usability evaluation methods. This Recommendation describes the set-up and running 
of interaction experiments, relevant quality dimensions perceived by the user, and methodologies 
that will provide information about these quality dimensions. Further guidance on subjective 
evaluation methods in general and on the assessment of speech output devices is available in ITU-T 
Recs P.800 and P.85, and in the Handbook on Telephonometry. 

2 References 
The following ITU-T Recommendations and other references contain provisions which, through 
reference in this text, constitute provisions of this Recommendation. At the time of publication, the 
editions indicated were valid. All Recommendations and other references are subject to revision; 
users of this Recommendation are therefore encouraged to investigate the possibility of applying the 
most recent edition of the Recommendations and other references listed below. A list of the 
currently valid ITU-T Recommendations is regularly published. The reference to a document within 
this Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

– ITU-T Recommendation E.800 (1994), Terms and definitions related to quality of service 
and network performance including dependability. 

– ITU-T Recommendation G.107 (2003), The E-Model, a computational model for use in 
transmission planning. 

– ITU-T Recommendation G.1000 (2001), Communications Quality of Service: A framework 
and definitions. 

– ITU-T Recommendation P.85 (1994), A method for subjective performance assessment of 
the quality of speech voice output devices. 

– ITU-T Recommendation P.800 (1996), Methods for subjective determination of 
transmission quality. 

– ITU-T Handbook on Telephonometry (1992). 
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3 Abbreviations 
This Recommendation uses the following abbreviations: 

ACR Absolute Category Rating 

ANOVA Analysis of Variance 

ASR Automatic Speech Recognition 

CCR Comparison Category Rating 

DARPA Defense Advanced Research Projects Agency 

DCR Degradation Category Rating 

DTMF Dual Tone Multiple Frequency 

HMM Hidden Markov Model 

HSD Honestly Significant Difference 

MOS Mean Opinion Score 

MLP Multi-Layer Perceptron 

PARADISE PARAdigm for DIalogue System Evaluation 

QoS Quality of Service 

SDS Spoken Dialogue System 

WoZ Wizard-of-Oz 

4 Introduction 
Spoken dialogue systems (SDSs), i.e., computer systems with which human users interact via 
spoken language on a turn-by-turn basis, may be part of modern telephone networks. They enable 
access to databases and transactions via the telephone, e.g., for obtaining train or airline timetable 
information, stock exchange rates, tourist information, or to perform bank account operations, or 
make hotel reservations, etc. In contrast to simple DTMF systems, spoken dialogue systems possess 
automatic speech recognition and speech understanding (i.e., syntactic/semantic/pragmatic and thus 
interpretatory) capabilities, and a dialogue management module that ensures the smooth and natural 
run of the spoken interaction between the user and the system. As a result, the interaction becomes 
more human-like, and the service provided by such systems may attract a wider range of potential 
users. Frequently, DTMF- and spoken-dialogue-based types of systems are implemented in an 
integrated way, and a part of the respective quality aspects will be identical for both types of 
systems. Sometimes, spoken-dialogue-based types of systems make use of structures and interface 
protocols used in web application environments, and are built in a similar way to web interfaces; 
thus, web interfaces may form a reference for obtaining the same functionality. 

4.1 Tasks and components of a spoken dialogue system 
From a technical point of view, the components of a spoken dialogue system, operated over the 
telephone network, can be best displayed in a sequential structure. An example of such a structure is 
depicted in Figure 1. It consists of six major components which are accessed by the user via a phone 
server interface. The speech signal from the user is first processed by the speech recognizer. During 
the recognition process, it is transformed into a word string or a word hypothesis graph which is 
then semantically analysed. The output is a semantic frame representing what has been 
"understood" from the user's utterance. It is the task of the dialogue manager to interpret the 
semantic frame in the context of the dialogue and the task, and to keep track of the dialogue history. 
When all relevant information has been collected from the user, a query to the underlying 
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application (in this example a database) can be launched. The information originating from the 
application program, as well as other communicative goals of the dialogue manager, has to be 
transformed into a response for the user. This is the task of the response generation module. It 
generates a response in text form, which is then transformed by the speech synthesizer into a speech 
signal which is transmitted to the human user. Sometimes, response generation and speech synthesis 
are implemented as a single module (without stepping to the textual representation), and 
pre-recorded messages are used instead of synthesized speech. 
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Figure 1/P.851 – Sequential structure of a telephone-based spoken dialogue system [27], [33] 

This principle structure may be implemented in different ways. Examples can be found in [4]. One 
popular way is the so-called "hub architecture" [37], [45] which is used in the DARPA 
Communicator project. Other structures rely on asynchronously operating modules for 
interpretation, behaviour (reasoning and acting), and generation; see [1]. 

4.2 Telephone interaction with a spoken dialogue system 
The interaction with the spoken dialogue system takes place via some type of telecommunication 
network. This network will introduce a number of transmission impairments which will impact the 
quality of the transmitted speech, and as a consequence also the performance of a speech 
recognizer, and of subsequent speech and natural language technology components in the spoken 
dialogue system. On its way back to the human user, the transmission channel will degrade the 
speech signal generated by the dialogue system. Because telecommunication networks will be 
confronted with human-to-human communication as well as human-machine-interaction scenarios, 
it is important to consider the requirements of both the human user and the speech technology 
device. The requirements will obviously differ, because the perceptive features influencing the 
user's judgement on quality are not identical to the characteristics of a speech technology device, 
e.g., of an automatic speech recognizer (ASR). 

The human user carries out the interaction via some type of user interface, e.g., a telephone handset, 
a hands-free terminal, or a headset. The acoustic characteristics of the mentioned interfaces are very 
diverse, and so is their sensitivity to room acoustic phenomena occurring in the talking and listening 
environment of the user. For example, ambient noise may significantly impact the intelligibility of 
speech signals transmitted through a hands-free terminal, and it also carries an influence of the 
talking behaviour of the user. As a result, the whole interaction scenario including the spoken 
dialogue system, the transmission channel, and the user interface has to be taken into account for 
the overall quality of the interaction. 
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4.3 Quality aspects and influencing factors 
Humans are the users of SDS-based services which are offered over the phone. Thus, human factors 
have to be taken into account when the functions of a system/service and the degree of their 
fulfilment are determined. The quality of the service results from the perceptions of its user, in 
relation to what they expect or desire from the service. Following a definition of quality developed 
in [24], the quality of a spoken-dialogue-system-based service is the result of appraisal of the 
perceived composition of the service with respect to its desired composition. Thus, the quality 
perceived by the user is a compromise between what he/she expects or desires, and the 
characteristics he/she perceives while using the service. It is highly dependent on the situation in 
which the perception and judgement take place. This fact has to be taken into account when 
carrying out subjective quality evaluation experiments, namely by creating a more-or-less natural 
test situation and a realistic test user motivation. 

In contrast to the notion of speech transmission quality in human-to-human communication 
scenarios, the user of a spoken-dialogue-system-based service takes an active part in speech 
production and dialogue flow. Thus, user characteristics and behaviour may be decisive for the 
fulfilment of the desired task. The system and service characteristics will therefore be largely 
influenced by the user. In order to describe the behaviour of the system and the user in a simplified 
way, parameters can be logged during the interaction. Such interaction parameters may, but need 
not be instrumentally measurable. Examples include the number of utterances or the duration of a 
dialogue which are instrumentally measurable, or a word error rate and a task success measure 
which can only be determined with the help of human experts. An overview of interaction 
parameters can be found in [18] and [33]. 

In principle, the quality of a spoken-dialogue-system-based service can be addressed from two 
different points of view: the one of the service provider and the one of the user1. The service 
provider is mainly interested in the effects of individual elements of the service, and how they relate 
to the user's degree of satisfaction or acceptability. Service providers make use of the definition of 
the Quality of Service (QoS) given in ITU-T Rec. E.800. The user perceives and reflects on 
perceived characteristics (features) of the service, compares the perceptions with some type of 
internal reference, and judges them according to whether they fulfil his/her expectations or desires. 
When investigating the quality of a service, it is important to take both points of view into account. 
Subjective evaluation methods as the ones described in this Recommendation will concentrate on 
the user's point of view. They will, however, be useful for the service provider as well, as they give 
indications about which characteristics of the service need improvement. 

Both effectiveness and efficiency are related to the performance in achieving the task goal the 
service has been built for. Effectiveness is an absolute index which describes to what extent the goal 
was reached, with respect to the accuracy and completeness of the goals; see, e.g., [14]: 

"Effectiveness: The accuracy and completeness with which specified users can achieve specified 
goals in particular environments." 

Measures of effectiveness which are reported in literature are, e.g., task success or the kappa 
metrics [33]. Efficiency, on the other hand, is a relative measure of goal achievement in relation to 
the resources used [14]: 

"Efficiency: The resources expended in relation to the accuracy and completeness of goals 
achieved." 

____________________ 
1 ITU-T Rec. G.1000 even defines four different points of view: the customer's requirements for QoS, the 

service provider's offering of QoS, the QoS achieved or delivered by the provider, and the QoS perceived 
by the customer. 
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Commonly used metrics are, e.g., the dialogue duration or the number of turns uttered by the system 
or by the user. 

Efficiency and cognitive demand are criteria characterizing a system with which a user is able to 
achieve his or her task goals. Usability, however, is generally defined in a much broader sense, and 
describes the capability of the service to be understood, learned and used by specified users under 
specified conditions. It indicates the suitability of the service to fulfil the user's requirements, 
includes effectiveness and efficiency of the system, and results in user satisfaction [35]. User 
satisfaction is an indicator of the service's perceived usefulness and usability for the intended user 
group. It includes whether the user gets the information he/she wants, is comfortable with the 
service, and gets the information within an acceptable elapsed time [31]. 

The described notions of quality of a telephone-based spoken dialogue service can be illustrated in 
terms of a diagram, as has been proposed in [34]; see Figure 2. Apart from the mentioned user 
factors, four types of factors contribute to the quality perceived by the user: Agent factors (mainly 
related to the dialogue and the system itself), task factors (related to how the spoken dialogue 
system captures the task it has been developed for), environmental factors (e.g., factors related to 
the acoustic environment and to the transmission channel), and contextual factors such as costs, 
type of access, or the availability. The quality aspects perceived by the user are depicted in the 
lower part of the diagram. 

Environmental, agent, and task factors carry an influence on the speech input and output quality, on 
the cooperativity of system behaviour, and on the symmetry of the dialogic interaction. Speech input 
and output quality includes aspects like intelligibility, naturalness, listening-effort required to 
understand the system messages, or the perceived system understanding. Cooperativity is defined 
here in the sense of non-violation of principles for cooperative dialogue behaviour, as defined by 
Grice [20]. It includes the aspects of informativeness, truth and evidence, relevance, manner, 
background knowledge, and meta-communication handling (i.e., confirmation, clarification, repair 
and recovery from communication errors); see [6]. The partner asymmetry aspect (differences in 
interaction behaviour to be attributed to the asymmetry of the interaction partners) is covered by a 
category called dialogue symmetry. This category also includes the effects of dialogue initiative and 
interaction control capabilities. 

The mentioned quality aspects result in a (more or less) efficient communication (interaction), and 
in an efficient solution of the task to be carried out. Communication efficiency is related to the speed 
or pace of the interaction, to dialogue conciseness, and to dialogue smoothness. Task efficiency, on 
the other hand, is linked to task success and task ease. Two additional quality aspects are important: 
the "personality" of the machine agent (politeness, friendliness, naturalness of behaviour) and the 
effort required from the human user for the interaction (ease of communication, stress/fluster, etc.). 
These aspects have been subsumed under the term comfort. 
Communication efficiency, task efficiency and comfort all contribute to the service usability, for 
which user satisfaction can be seen as an indicator. Service efficiency, on the other hand, is 
influenced by both task efficiency and contextual factors. It is important for the adequacy of the 
service (for fulfilling the desired task), and for the added value attributed to the service (e.g., in 
comparison to similar methods for obtaining the same information, like a web interface or a new 
sticker). Usability, service efficiency, and economical benefit result in utility of the service, and 
finally in its acceptability. 
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Figure 2/P.851 – Quality aspects and influencing factors; see [34] 
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4.4 Subjective evaluation methods 
Spoken dialogue systems can be assessed on a component level (e.g., with respect to the speech 
recognizer, to the speech understanding component, or to the speech output component), or with 
respect to the overall (integrated) system. Analytical assessment on the component level is a 
valuable source of information in describing how the individual parts of the system fulfil their task. 
It may, however, sometimes miss the relevant contributors to the overall quality of the service, as 
perceived by the user. For example, erroneous speech recognition or speech understanding may be 
compensated for by the discourse processing component, without affecting the overall system 
quality. For this reason, subjective experiments with real or test users interacting with the entire 
system are indispensable when the quality of a spoken-dialogue-system-based service is to be 
determined. 

In order to evaluate different aspects of the quality of a spoken-dialogue-system-based service, 
subjective experiments with human users have to be carried out. These experiments serve two main 
purposes:  
1) During the interaction, instrumentally measurable system parameters are collected, and the 

utterances of the system and of the user are logged. The log-files are submitted to an expert 
evaluation, the outcome of which is a set of parameters describing specific aspects of the 
human-machine interaction on the utterance, dialogue and task level, from a system 
developer's point of view.  

2) After the interaction, test subjects are given a questionnaire that aims at collecting 
information about the perceptive quality features which are relevant to form the overall 
quality impression of the human user. Such experiments can be performed with fully 
functional systems, or with systems which are still in the development phase and where 
parts of the system modules have to be simulated. Details on the experimental set-up, the 
questionnaires, and on usability evaluation methods are given in clauses 6 to 8. 

In laboratory experiments, both types of information can be obtained in parallel. In a field test 
situation with real users, however, instrumentally logged interaction parameters are often the unique 
source of information for the service provider in order to monitor the quality of the system. The 
amount of data which can be collected from an operating service may become very large. In this 
case, it is important to define a core set of metrics which describe system performance, and to have 
tools at hand which automate a large part of the data analysis process. The task of the human 
evaluator is then to analyse and interpret this data, and to estimate the effect of the collected 
performance measures on the quality which would be perceived by a (prototypical) user. Some 
general considerations about the analysis and interpretation of test results are given in clause 9. 
Provided that both types of information are available, relationships between interaction parameters 
and subjective judgements can be established. Such quality prediction models for telephone-based 
spoken dialogue systems are still under study, and a short discussion is given in clause 9. 

As it is common practice for subjective evaluation experiments, the target and the circumstances of 
an assessment or evaluation experiment should be made explicit, and they should be documented. In 
the European DISC project, a template has been developed for this purpose [5]. Based on this 
template and on a classification of methods given in [33], the following criteria can be defined: 
• Motivation of assessment/evaluation (e.g., a detailed analysis of the system's recovery 

mechanisms, or the estimated satisfaction of future users). 
• Object of assessment/evaluation (e.g., the speech recognizer, the dialogue manager, or the 

whole system). 
• Environment for assessment/evaluation (e.g., in a controlled laboratory experiment or in a 

field test). 
• Type of measurement methods (e.g., via an instrumental measurement of interaction 

parameters, or via open or closed quality judgements obtained from the users). 
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• Symptoms to look for (e.g., user clarification questions or ASR rejections). 
• Life cycle phase in which the assessment/evaluation takes place (e.g., for a simulation, a 

prototype version, or for a fully working system). 
• Accessibility of the system and its components (e.g., in a glass box or in a black box 

approach). 
• Reference used for the measurements (e.g., qualitative measures of absolute system 

performance, or quantitative values with respect to a measurable reference or benchmark). 
• Support tools which are available for the assessment/evaluation. 

These criteria form a basic set of documentation which should be provided with assessment or 
evaluation experiments. The documentation may be implemented in terms of an item list as given 
here, or via a detailed experimental description. 

5 Spoken dialogue system characterization 
Following the schematic of quality aspects given in Figure 2, five types of factors carry an influence 
on the interaction with a spoken-dialogue-system-based service: agent factors, task factors, user 
factors, environmental factors, and contextual factors. These factors will determine the performance 
of the system (components) and the quality perceived by the user. Thus, they have to be taken into 
account when conducting and documenting subjective evaluation experiments. 

5.1 Agent factors 
The system as an interaction partner can be characterized in a technical way, namely by defining the 
characteristics of the individual system components and their interconnection in the sequential 
structure of Figure 1, or by specifying the agent's operational functions. The most important agent 
functions to be characterized are the speech recognition capability, the natural language 
understanding capability, the dialogue management capability, the response generation capability, 
and the speech output capability. The natural language understanding and the response generation 
components are closely linked to the neighbouring components, namely the dialogue manager on 
one side, and the speech recognizer or the speech synthesizer on the other. Thus, the interfaces to 
these components have to be precisely described. 

5.1.1 Speech recognizer characterization 
From a functional point of view, speech recognizers can be classified according to the following 
parameters [41]: 
• Vocabulary size, e.g., small, medium, or large vocabulary speech recognizers. 
• Vocabulary complexity, e.g., with respect to the confusability of words. 
• Speech type, e.g., isolated words, connected words, continuous speech, spontaneous speech 

including discontinuities such as coughs, hesitations, interruptions, restarts, etc. 
• Language: Monolingual or multilingual recognizers, language dependency of recognition 

results, language portability. 
• Speaker dependency, e.g., speaker-dependent, speaker-independent or speaker-adaptive 

recognizers. 
• Type and complexity of grammar. The complexity of a grammar can be determined in 

terms of its perplexity, which is a measure of how well a word sequence can be predicted 
by the language model. 

• Training method, e.g., multiple training of explicitly uttered isolated words, or embedded 
training on strings of words of which the starting and ending points are not defined. 
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On the other hand, speech recognizer components can be described in terms of general technical 
characteristics which may be implemented differently in individual systems [27]. The following 
technical characteristics have partly been used in the DISC project: 
• Signal capture: Sampling frequency, signal bandwidth, quantization, windowing. 
• Feature analysis, e.g., mel-scaled cepstral coefficients, energy, and first or second order 

derivatives. 
• Fundamental speech units, e.g., phone models or word models, modelling of silence or 

other non-speech sounds. 
• Lexicon: Number of entries for each word, with one or several pronunciations; generated 

either from dictionaries or from grapheme-to-phoneme converters; additional entries for 
filler words and noises; expected coverage of the vocabulary with respect to the target 
vocabulary. 

• Acoustic model: Type of model, e.g., Multi-Layer-Perceptron (MLP) networks or Hidden 
Markov Models (HMMs); training data and parameters; post-processing of the model. 

• Language model: Type of model, e.g., a statistical N-gram back-off language model, or a 
context-free grammar; training material, e.g., a large general-purpose training corpus or 
data collected in a limited experiment; individual word modelling or classes for specific 
categories (e.g., dates or names); dialogue-state-independent or dialogue-state-dependent 
models. 

• Type of decoder, e.g., HMM-based. 
• Degree of use of prosodic information. 

5.1.2 Language understanding characterization 
The following characteristics are important for the language understanding capability of the system: 
• Semantic description of the task, e.g., via slots (attribute-value-pairs). 
• Syntactic-semantic analysis: General parsing capability, e.g., full parsing or robust partial 

parsing; number and complexity of allowed syntax, e.g., the number of alternatives 
available at a given level. 

• Contextual analysis: Number and complexity of rules. 
• Interaction with speech recognition and dialogue management modules: Type and amount 

of input and output information (single hypotheses, ranked lists, etc.), dependency of 
syntactic-semantic and contextual interpretation on the dialogue state. 

5.1.3 Dialogue manager characterization 
The approach taken for dialogue management can be defined from a technical point of view, e.g., as 
a dialogue grammar, a plan-based approach, or a collaborative approach [8], [32]. The most 
important characteristics of the dialogue manager are the type and amount of knowledge 
implemented in the manager, the distribution of initiative between the system and the user, and the 
system's meta-communication (confirmation, clarification, repair and recovery) strategies: 
• Dialogue manager knowledge: Dialogue history model (information that has been 

exchanged in the dialogue so far), task and domain models (scenario, plans, goals and 
subgoals, objects and their characteristics), world knowledge model, conversational model, 
and user model. 

• Initiative: System-initiative, mixed-initiative, or user-initiative. 
• Confirmation strategy: Explicit confirmation, implicit confirmation, "echo" confirmation, 

summarizing confirmation. 
• Repair, clarification and recovery strategies. 
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• Dialogue manager adaptivity: Constitutive managers that have to learn new notions in their 
normal operation, or adaptive managers which might include a dynamic user model and 
might be able to learn the user's communicative strategies. 

In addition to the interaction with the user, the interaction with the application system has to be 
defined, including the interface (programming language), and potential control mechanisms for 
handling the dynamics of the application system. 

5.1.4 Speech generation characterization 
Speech generation includes the potential generation of a textual response, and the translation into 
spoken language. Most systems use one of three types of speech generation: pre-recorded speech, 
template sentences, or text-to-speech. The following characteristics have to be defined: 
• Interaction with the dialogue manager: Type and amount of input information provided by 

the dialogue manager, e.g., orthographic or annotated text, focus or prosodic information, 
etc. 

• Response generation: Strategy (e.g., formal grammar or simple templates), flexibility 
(pre-defined vocabulary or open vocabulary), type and amount of information to be 
included in each utterance, form of the message (syntax, choice of words). 

• System voice: Number of voices, gender, professionalism, training, prosodic quality, 
recording conditions, adaptivity. 

• Language: Monolingual or multilingual synthesizers, language identification capability, 
language portability. 

• Type of speech generation: Pre-recorded messages, template sentences, text-to-speech, 
concept-to-speech. 

• Text-to-speech characteristics: Strategy (e.g., model-based or corpus-based), text pre-
processing capabilities, model parameters, unit corpus characteristics (types and length of 
units, coverage of the target vocabulary, etc.), concatenation and/or selection algorithms, 
prosody generation strategies (fundamental frequency, duration, intensity), etc. 

• Contextual characteristics: Speaking style, speaking rate, contextual adaptivity. 

5.2 Task factors 
The task which is to be carried out by the user is a determining factor of the interaction. It can be 
characterized with respect to the type of task, task domain, task complexity, task frequency, task 
consequences, and portability: 
• Task type: Can be differentiated according to [6] between: 

– well-structured tasks, having a stereotypical structure that prescribes which piece of 
information must be exchanged, and often also in which natural order; and 

– ill-structured tasks, containing a large number of optional subtasks whose nature and 
order are difficult to predict, 

 as well as between: 
– homogenous; and 
– heterogeneous, which means inherently a combination of several different tasks which 

are different by their actual nature (e.g., ordering plus information plus device control). 
• Task domain: Richness, scalability, number of users that are familiar with the domain, 

usefulness for the domain, generalizability, etc. 
• Task complexity: Number of covered scenarios, maximum number of subgoals, number of 

subtasks which can be achieved in parallel, minimum number of exchanges necessary to 
solve the problem, expected complexity of syntax/vocabulary, etc. 
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• Task frequency, i.e., the frequency with which users can be expected to use the system for 
the given task. Systems for call routing or flight information (so-called "walk-up-and-use 
systems") will be used with relatively low frequency, so that potential users cannot be 
expected to have knowledge about the system, nor to show learning effects (remember 
behaviour from previous calls) or to accept training. 

• Task consequences, e.g., security issues. 
• Task portability. 

5.3 User factors 
In most cases, the characterization of the user is limited to a broad categorization with respect to 
his/her task, domain and world background, because an exact description of factors important for an 
individual user (attitude, motivation, emotions, flexibility) cannot be achieved. The following 
characteristics are often given in evaluation protocols: 
• Number of users. 
• Age and gender: They are expected to carry an influence on the fundamental frequency and 

the speech spectrum, but also on the dialogue interaction. 
• Level of experience: Novice vs. experienced, occasional user vs. regular user, trained user 

vs. untrained user. 
• Level of expertise in the application domain: Professional users vs. private users. 
• Explicit motivation for using the service. 
• Physical status, vocal effort, speaking rate, etc. 
• Native language, accent, dialect, etc. 

For specialized applications, it might be necessary to be more explicit in specifying experience and 
expertise, e.g., with respect to the knowledge of task goals, the ability to develop strategies to 
optimize task performance, and the ability to use the devices necessary to perform the task [29]. 

5.4 Environmental factors 
The environment contains the entire physical context of the interaction. A full characterization will 
generally be impossible, and only the factors which directly affect the speech signal should be 
described, namely: 
• Type and acoustic properties of the user interface. 
• Telephone transmission channel: The description can be performed on different levels, e.g., 

in terms of the transmission, switching and terminal equipment used in the connection, or in 
terms of the parameters of a reference configuration for network planning; see 
ITU-T Rec. G.107. 

• Room acoustic situation: Includes reverberation, sound coloration, ambient noise levels and 
spectra, concurrent speakers, etc. 

5.5 Contextual factors 
These are non-physical factors characterizing the context of use of the service under consideration. 
Typical factors include: 
• Facility of access: Availability of telephone numbers, links to and from other services, etc. 
• Service availability: Opening hours, potential restrictions of access. 
• Costs: Fixed and time-dependent costs of the interaction, specific account conditions, etc. 
• Services with similar functionality: Have to be compared with respect to all other 

contextual factors. 
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6 Experimental set-up 
Subjective interaction experiments with a spoken dialogue system should be set up according to the 
general rules for conversation-opinion tests which are given in ITU-T Rec. P.800. A more detailed 
description of the practical issues can be found in the ITU-T Handbook on Telephonometry. This 
principle applies to the physical conditions of the test cabinets, to the ambient noise characteristics, 
to the experimental design, and to the general rules for data analysis. In the following sections, only 
those items are described which are specific to the spoken-dialogue-system interaction, namely the 
system set-up, the test scenarios, and the test subjects. 

Subjective experiments can either be carried out with fully working systems, or with the help of a 
human experimenter simulating missing parts of the system, or the system as a whole (a so-called 
"Wizard-of-Oz simulation"). In order to obtain valid and reliable results, the (simulated) system, the 
test users, and the experimental task have to fulfil several requirements, see clauses 6.1 to 6.3. The 
interactions are usually logged and annotated by a human expert, so that interaction parameters can 
be calculated. After each interaction and after the whole test session, questionnaires have to be 
filled in by the test subjects. These questionnaires allow different aspects of the quality of a 
spoken-dialogue-system-based service to be quantified. The design of such questionnaires is 
discussed in clause 7. In clause 8, a short overview of evaluation methods addressing the usability 
of services is given. 

6.1 System set-up and Wizard-of-Oz simulation 
In order to carry out interaction experiments with human users, a set-up providing the full 
functionality of the system has to be implemented. The exact nature of the set-up will depend on the 
availability of system components, and thus on the system development phase. If system 
components have not yet been implemented, or if an implementation would be unfeasible (e.g., due 
to the lack of data) or uneconomic, simulation of the respective components or of the system as a 
whole is required. 

The simulation of the interactive system by a human being (the so-called "wizard"), i.e., the 
Wizard-of-Oz (WoZ) simulation, is a well-accepted technique in the system development phase. At 
the same time, it serves as a tool for evaluation of the system-in-the-loop, or of the bionic system 
(half system, half wizard). The idea is to simulate the system taking spoken language as an input, 
process it in some principled way, and generate spoken language responses to the user. In order to 
provide a realistic telephone service situation, speech input and output should be provided to the 
users via a simulated or real telephone connection, using a standard user interface. Detailed 
descriptions of the set-up of WoZ experiments can be found in [16], [6], [3] and [9]. 

WoZ simulations can be used advantageously in cases where the human capacities are superior to 
those of computers, as is currently the case for speech understanding or speech output. Because the 
system can be evaluated before it has been fully set up, the performance of certain system 
components can be simulated to a degree which is beyond the current state-of-the-art. Thus, an 
extrapolation to technologies which will be available in the future becomes possible [23]. WoZ 
simulation allows testing of feasibility, coverage, and adequacy prior to implementation, in a 
relatively economic way. High degrees of novelty and complex interaction models may be easier to 
simulate in WoZ than to implement in an implement-test-revise approach. However, the latter is 
likely to gain ground as standard software and prototyping tools emerge, and in industrial settings 
where platforms are largely available. WoZ is nevertheless worthwhile if the application is at high 
risk, and the costs to re-build the system are sufficiently high [6]. 

The interaction between the human user and the system or the wizard is largely influenced by the 
five types of factors described in clause 5. From the experimenters' point of view, these factors form 
variables of the experimental set-up. The variables are either under the control of the experimenter 
(control variables), accessible and measurable by the experimenter (response variables), or 
confounding factors where the experimenter has no interest in or no control over. Confounding 
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factors can be catered for by careful experimental design procedures, namely by a complete or 
partially complete within-subject design. 

A main characteristic of a WoZ simulation is that the test subjects do not realize that the system 
they are interacting with is simulated. Evidence given in [16] and [9] shows that this goal can be 
reached in nearly 100% of all cases if the simulation is carefully designed. The most important 
aspect for the illusion of the subject is the speech input and output capability of the system. Several 
authors emphasize that the illusion of a dialogue with a computer should be supported by voice 
distortion, e.g., [17] and [2]. However, other system parameters may be able to cause the same 
effect, e.g., system directedness. 

WoZ simulations should provide a realistic simulation of the system's functionality. Therefore, an 
exact description of the system functionality and of the system behaviour is needed before the WoZ 
simulation can be set up. It is important that the wizard adheres to this description, and ignores any 
superior knowledge and skills which he/she has compared to the system to be tested. This requires a 
significant amount of training and support for the wizard. Because a human would intuitively use its 
superior skills, the work of the wizard should be automated as far as possible. A number of tools 
have been developed for this purpose. They usually consist in a representation of the interaction 
model, e.g., in terms of a visual graph or of a rapid prototyping software tool, filters for the system 
input and output channel (e.g., structured audio playback, voice disguise, and recognition 
simulators), and other support tools like interaction logging (audio, text, video) and domain support 
(e.g., timetables). Typical examples are described in [23], [15], [9], [6] and [33]. 

6.2 Test scenarios 
Because of the lack of a real motivation, laboratory tests often make use of experimental tasks 
which the subjects have to carry out. The experimental task provides an explicit goal, but this goal 
should not be confused with a goal which a user would like to reach in a real-life situation. Because 
of this discrepancy, valid user judgements on system helpfulness and acceptability cannot easily be 
obtained in a laboratory test set-up. 

In a laboratory test, the experimental task is defined by a scenario description. A scenario describes 
a particular task which the subject has to perform through interaction with the system, e.g., to 
collect information about a specific train connection, or to search for a specific restaurant [6]. 
Examples of such scenarios for a restaurant information service are given in Appendix I. Using a 
pre-defined scenario gives maximum control over the task carried out by the test subjects, while at 
the same time covering a wide range of possible situations (and possible problems) in the 
interaction. Scenarios can be intentionally designed to test specific system functionalities (so-called 
development scenarios), or to cover a wide range of potential interaction situations which is 
desirable for evaluation. Thus, development scenarios are usually different from evaluation 
scenarios. 

Scenarios help to find different weaknesses in a dialogue, and thereby to increase the usability and 
acceptability of the final system. They define user goals in terms of the task and the sub-domain 
addressed in a dialogue, and are a prerequisite to determine whether the user achieved his/her goal. 
Without a pre-defined scenario it would be extremely difficult to compare results obtained in 
different dialogues, because the user requests could differ and fall outside the system domain 
knowledge. If the influence of the task is a factor which has to be investigated in the experiment, the 
experimenter needs to ensure that all users execute the same tasks. This can only be reached by pre-
defined scenarios. 

Unfortunately, pre-defined scenarios may have some negative effects on the user's behaviour. 
Although they do not provide a real-life goal for the test subjects, scenarios prime the users on how 
to interact with the system. Written scenarios may invite the test subjects to imitate the language 
given in the scenario, leading to read-aloud instead of spontaneous speech. It has been shown that 
the choice of scenarios may also influence the solution strategies which are most effective for 
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resolving the task [43]. Test subjects carrying out pre-defined scenarios are usually not particularly 
concerned about the response of the system, as they do not really need the information. As a result, 
task success may not show an important effect on the usability judgements of the test subjects. In 
addition, it has been reported that test subjects do not always read the instructions carefully, and 
may ignore or misinterpret key restrictions in the scenarios. 

The priming effect on the user's language can be reduced with the help of graphical scenario 
descriptions; see the examples in Appendix I. A comparison between written and graphical 
scenarios [6], [13] showed that the massive priming effect of written scenarios can be nearly 
completely avoided by a graphical representation, but that the diversity of linguistic items (total 
number of words, number of out-of-vocabulary words) is similar in both cases. Thus, language 
diversity still has to be assured by collecting utterances from a sufficiently high number of different 
users, e.g., in a field test situation. Another possibility is to present recorded speech descriptions of 
the tasks to the test subjects and advise them to take notes [42]. In this way, it is hoped that the 
involved comprehension and memory processes would leave the subjects with an encoding of the 
meaning of the task description, but not with a representation of the surface form. An empirical 
proof of this assumption, however, has not yet been given. 

6.3 Test subjects 
The general rule for evaluation experiments is that the choice of test subjects should be guided by 
the purpose of the test. For example, analytic assessment of specific system characteristics will only 
be possible for trained test subjects who are experts of the system under consideration. However, 
this group will not be able to judge overall aspects of system quality in a way which would not be 
influenced by their knowledge of the system. Valid overall quality judgements can only be expected 
from test subjects which match as close as possible the group of future service users. The general 
recommendations on the eligibility of test subjects given in ITU-T Rec. P.800 should be respected 
for subjective interaction experiments with spoken-dialogue-system-based services as well. 

An overview of user factors is given in clause 5.3. Some of these factors are responsible for the 
acoustic and linguistic characteristics of the speech produced by the user, namely age and gender, 
physical status, speaking rate, vocal effort, native language, dialect, or accent. Because these factors 
may be very critical for the speech recognition and understanding performance, quality judgements 
obtained from a user group differing in the acoustic and language characteristics might not reflect 
the quality which can be expected for the target user group. User groups are however variable and 
ill-defined. A service which is open to the general public will sooner or later be confronted with a 
large range of different users. Testing with specified users outside the target user group will 
therefore provide a measure of system robustness with respect to the user characteristics. 

A second group of user factors is related to the experience and expertise with the system, the task, 
and the domain. Several investigations show that user experience affects a large range of speech and 
dialogue characteristics. For example, it has been reported that users have the tendency to solve 
more problems per call when they get used to the system, and that the interaction gets shorter [10]. 
Other investigations showed that the number of in-vocabulary utterances increased when the users 
became familiar with the system. At the same time, the task completion rate increased [25]. System 
familiarity may also lead to a reduced number of user inputs and help messages, and to a reduced 
transaction time [26], [28]. 

Users seem to develop specific interaction patterns when they get familiar with a system. It has 
been postulated that such a pattern is a perceived optimal balance between the effort each individual 
user has to put into the interaction, and the efficiency with which the interaction takes place [39]. 
Nearly all users seem to develop stable patterns with the system, but the patterns are not identical 
for all users. The interaction pattern a user develops may also reflect his or her beliefs of the 
machine agent, in the sense that the user may have a "cognitive model" of the system which reflects 
what is regarded as the current system belief [38]. Such a model is partly determined by the 
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utterances given to the system, and partly by the utterances coming from the system. The user 
generally assumes that his/her utterances are well understood by the system. In case of 
misunderstandings, the user gets confused, and dialogue flow problems are likely to occur. Another 
source of divergence between the user's cognitive model and the system's beliefs is that the system 
has access to secondary information sources such as an application database. The user may be 
surprised if confronted with information which he/she did not provide. 

7 Questionnaires 
In order to obtain information about quality features perceived by the user, subjective judgements 
have to be collected. Two different principles can be applied in the collection: either to identify the 
relevant quality features in a more or less unguided way, or to quantify pre-determined aspects of 
quality as responses to closed questions or judgement scaling tasks. Both ways have their 
advantages and inconveniences: open inquiries help to find quality dimensions which would 
otherwise remain undetected, and to identify the aspects of quality which are most relevant from the 
user's point of view. In this way, the interpretation of closed quantitative judgements can be 
facilitated. Closed questions or scaling tasks facilitate comparison between subjects and 
experiments, and give an exact means to quantify user perceptions. They can be carried out 
relatively easily, and untrained subjects often prefer this method of judgement. 

Scaling tasks will yield valid and reliable results when two main requirements are satisfied: the 
items to be judged have to be chosen adequately and meaningfully, and the scaling measurement 
has to follow well-established rules. Scaling methods are described in detail in the psychometrics 
literature, e.g., in [21], [12] or [7]. For rating transmission quality, the ITU-T recommends absolute 
category rating (ACR), degradation category rating (DCR) and comparison category rating (CCR) 
methods; see ITU-T Rec. P.800. For rating the quality of spoken-dialogue-system-based services, 
judgements on continuous rating scales or on different absolute category rating scales are usually 
solicited from the test subjects. An ACR scale consists of a number of discrete categories one of 
which has to be chosen by the test subject. The categories are displayed visually and may be 
labelled with attributes for each category, or for the extreme (left-most and right-most) categories 
only. Examples for continuous rating scales are depicted in the following clauses. Although the 
"overall impression" scale is similar to the respective ACR scale for rating transmission quality (see 
ITU-T Rec. P.800), there is no direct relationship between the ratings, and thus no transformation 
law linking mean scores obtained on one of the continuous scales to MOS scores used for 
describing overall transmission quality judgements. 

The rating task on both continuous or category scales is often described in terms of a statement 
(e.g., "The system was easy to understand."), and test subjects have to express their agreement on 
the statement by marking the respective tick or category of the scale. This method is based on early 
proposals made by Likert [30], and an exemplary scale is depicted in Figure 3. Numbers are 
attributed to the categories or to the scale positions, depending on whether the statement is positive 
(from 1 for "strongly disagree" to 5 for "strongly agree") or negative (from 5 for "strongly disagree" 
to 1 for "strongly agree"), and the individual ratings are summed up for all subjects. Another 
possibility is to define self-explaining labels for each category, as it is proposed, e.g., by the ITU-T 
for speech transmission quality experiments; see ITU-T Rec. P.800. 

P.851_F03

Strongly
disagree Disagree

Neither agree
nor disagree Agree

Strongly
agree

The system was
easy to understand.

 

Figure 3/P.851 – Judgement on a statement in a way which was proposed by Likert [30] 
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Well-constructed scales will not provide valid information when the quality feature to be judged 
upon is ill-defined, or when it is not appropriately chosen for the service under consideration. In the 
following clauses, an exemplary choice of quality aspects is given, each of which can be addressed 
by a specific question to be rated by the test subjects. Examples of formulated questions or 
statements are listed as well. The choice of questions to be made for a specific service will depend 
on the type of service, the tasks which can be carried out, the specific interaction behaviour of the 
service, the test subject group, as well as on the specific purpose for which the evaluation 
experiment is carried out. Usually, the number of items to be judged in a single questionnaire 
should be limited to 15 to 20, so that the test subjects are able to distinguish and reflect the 
individual items. 

In a laboratory set-up, a questionnaire can be given to the test subjects directly after performing an 
interaction (potentially reflecting the impression after this interaction), and/or after a number of 
interactions (providing some integration over the past experiences). In a field test, the compilation 
of the questionnaires cannot be strictly controlled, and the judgement usually refers to a number of 
interactions carried out in a broadly defined time period. It may occur that negative experiences are 
more prominent and have a stronger influence in the time integration process than positive 
ones [11]. 

7.1 Questions related to the user's background 
A number of questions should be answered at the beginning of the test session in order to describe 
the user and his background which is relevant to the experiment. These questions address the 
following items: 
• Personal information: Age, gender, profession, area or birth, current residence, language 

proficiency. 
• Task-related information: Frequency of task, usual approach when resolving the task 

(alternative interfaces), motivation, other important task- and domain-related aspects. 
• System-related information: Experience with DTMF-based or spoken-dialogue-

system-based services, experience with speech technology devices (speech recognition, 
synthesized speech, etc.). 

The following list gives examples of questions which can be asked to the test subjects. They are 
related to a restaurant information service but can easily be adapted to other tasks and services. 
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Questions related to the user's background 
Personal data 
Gender:      Female  Male 

Age:     _____ years 

Profession/Education: ______________________________________________________________ 

Region/City of birth: ______________________________________________________________ 

Current residence:  ______________________________________________________________ 

1 How often do you eat out on an average? 

 ___ times a week                             ___ times a month                             ___ times a year 

2 How would you search for a restaurant when you are in a foreign place (multiple choices 
possible)? 

 2.1 Magazines  2.6 Tips from friends    
 2.2 Commercial flyers  2.7 Calling an automatic 
 2.3 City guide   speech-based system    
 2.4 Telephone book  2.8 Other: _____________________  
 2.5 Internet   

3 What is important for you when you decide on a restaurant (multiple choices possible)? 

 3.1 Price   3.6 Ambience     
 3.2 Food type  3.7 Opening hours     
 3.3 Food quality  3.8 Service speed     
 3.4 Variety of food offered  3.9 Service friendliness    
 3.5 Location  3.10 Other: ____________________   

4 Have you ever used an automatic speech-based information system? 

  Yes     No 

 4.1  If yes, on which occasion? 

 ________________________________________________________________________ 

 4.1.1 How would you characterize your experience with it? 

            Extremely bad       Bad            Poor              Fair            Good         Excellent         Ideal 

5 Do you have experience with a speech understanding system? 

  Yes     No 

 5.1  If yes, what kind of system? 

 ________________________________________________________________________ 

6 Do you have experience with synthesized speech? 

  Yes    No 

 6.1  If yes, on which occasion? 

 ________________________________________________________________________ 

7 What information about a restaurant do you want to get from an information system? 

 ________________________________________________________________________ 

 ________________________________________________________________________ 
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7.2 Questions related to the individual interaction 
After each interaction with the (simulated) service, the test subjects have to fill in a questionnaire 
with a number of items related to the individual interaction experience. These items may address the 
following aspects: 
• Information obtained from the system: Availability, accuracy, completeness, consistency, 

reliability, clarity, and truth of the obtained information, etc. 
• Speech input/output capability: Perceived system understanding, frequency of system 

errors, perceived system reasoning, listening-effort required to understand the system's 
messages, perceived intelligibility, perceived comprehensibility, etc. 

• System's interaction behaviour: Transparency of the interaction, congruence with the user's 
expectations, flexibility of the interaction, perceived reliability of system processing, 
distribution of initiative, interaction control capability, confirmation and correction 
capabilities, recovery from interaction problems, naturalness of the interaction, length of 
the dialogue, perceived system speed, smoothness of the dialogue, etc. 

• Perceived system personality: Friendliness, politeness, etc. 
• Impression on the user: Perceived naturalness of the user's own behaviour, pleasantness, 

cognitive demand put on the user, stress, fluster, etc. 
• Perceived task fulfilment: Task success, reliability of task results. 

Exemplary questions which address these aspects are given below. The experimenter may select the 
most appropriate ones for the service under investigation. 

Questions related to the individual interaction 
Overall impression:  

Extremely        Bad                Poor                 Fair               Good            Excellent            Ideal 
      bad 

Information obtained from the system
1 The system provided 

the desired information. 

 

              Strongly            Agree         Neither agree     Disagree         Strongly 
                   agree                                 nor disagree                              disagree

2 The provided 
information was …

 

               complete                                                                               incomplete

3 The information 
was …

 

                  clear                                                                                     unclear

4 You would rate the 
information as …

 

                wrong                                                                                       true

Communication with the system
5 How well did you 

feel understood by 
the system?

 

Extremely        Bad                Poor                 Fair               Good            Excellent            Ideal 
      bad

6 You had to concentrate 
in order to understand 
what the system 
expected from you. 

 

              Strongly            Agree         Neither agree     Disagree         Strongly 
                   agree                                 nor disagree                              disagree
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7 How well was the 
system acoustically 
intelligible?

 

Extremely        Bad                Poor                 Fair               Good            Excellent            Ideal 
      bad

System behaviour
8 You knew at each 

point of the 
dialogue what the 
system expected 
from you.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

9 In your opinion, 
the system 
processed your 
specifications 
correctly.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

10 The system's 
behaviour was 
always as 
expected.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

11 How often did the 
system make 
mistakes?

 

                   Frequently                                                                                Rarely

12 The system reacted 
in the same way as 
humans do.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

13 The system 
reacted ...

 

                     flexibly                                                                               inflexibly

14 You were able to 
control the 
dialogue in the 
desired way.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

15 The system 
reacted ...

 

                    too fast                                 adequately                                too slowly

16 The system 
reacted in 
a ... way

 

                     friendly                                                                               unfriendly

Dialogue
17 The system 

utterances were ...

 

                    short                                                                                          long                                

18 You perceived the 
dialogue as ...

 

                    natural                                                                                  unnatural  

19 The course of the 
dialogue was ...

 

                       clear                                                                                  confusing

20 The dialogue 
was ...

 

                    too short                                 adequate                                too long

21 The course of the 
dialogue was ...

 

                       smooth                                                                                     bumpy
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Your impression of the system
22 The system's voice 

was ...

 

                       natural                                                                                  unnatural

23 Overall, you are 
satisfied with the 
dialogue.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

Personal impression

24 You perceived the 
dialogue as ...

 

                     pleasant                                                                             unpleasant

25 During the 
dialogue, you  
felt ...

 

                       relaxed                                                                                  stressed 

7.3 Questions related to the user's overall impression of the system 
After all of the interactions with the service have been completed, an additional set of questions 
should be answered by the test subjects, this time referring to their overall experience with the 
system gained so far. The following items may be included in such a questionnaire: 

• User's overall impression of the system/service. 

• System's manner or expression. 

• Perceived system personality: Friendliness, politeness, etc. 

• System's correction, recovery and help capabilities. 

• Perceived interaction control and initiative. 

• Perceived comfort when using the system. 

• Perceived task fulfilment: Task success, reliability of task results. 

• Perceived usability: Ease of use, ease to learn how to use the system, system habitability. 

• User's degree of enjoyment, system likeability. 

• Appropriateness and helpfulness of the system for fulfilling the task. 

• Added value of the system, in comparison to other interfaces or to a human operator. 

• Improvement required before the system may be put into service. 

• Expected future use of the service. 

An example of a respective questionnaire for an information service is given below. It may be 
adapted and extended according to the service under consideration, the task it fulfils, as well as the 
aims of the experiment. 
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Questions related to the user's overall impression of the system 
1 Overall 

impression.

 

Extremely        Bad                Poor                 Fair               Good            Excellent            Ideal 
      bad

2 The system's  
way of expression 
was ...

 

                       clear                                                                                  unclear

3 The system  
reacted ...

 

                    politely                                                                                impolitely

4 You would have 
expected more help 
from the system.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

5 The system was 
able to answer all 
of your questions.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

6   Misunder- 
     standings could be  
     cleared easily.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

7 The system 
controlled the flow 
of the dialogue.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

8 You were able to 
handle the system 
without any 
problems.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

9 Regarding the 
dialogues, you 
are ....

 

                   impressed                                                                                unimpressed

10 You enjoyed the 
dialogues.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

11 You feel 
adequately 
informed about the 
system's 
possibilities.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

12 The telephone calls 
with the system 
were worthwhile.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

13 You perceived this 
possibility for 
obtaining 
information as ...

 

                     helpful                                                                                not helpful

14 You rate the 
system as ....

 

                     reliable                                                                                unreliable
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15 You prefer to use 
another source of 
information.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

16 The handling of the 
system was ....

 

                       easy                                                                                complicated

17 You prefer a 
human operator.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

18 In the future, you 
would use the 
system again.

 

                   Strongly            Agree         Neither agree     Disagree         Strongly 
                         agree                                 nor disagree                              disagree

19 Which characteristics of the system did you like best? 

________________________________________________________________________________________________ 

________________________________________________________________________________________________ 

20 Which characteristics of the system disturbed you mostly? 

________________________________________________________________________________________________ 

________________________________________________________________________________________________ 

21 Do you have any proposals for system improvement?  

________________________________________________________________________________________________ 

________________________________________________________________________________________________ 

8 Usability evaluation 
Apart from addressing individual aspects of usability by the described questionnaires, dedicated 
usability evaluation methods are available. Usability can either be evaluated with real users 
performing specific tests, or by usability inspection methods with the help of evaluation experts. 
Both methods are complementary to each other, in that usability inspection methods may be able to 
detect usability problems which remain overlooked by user testing, and vice versa [36]. In fact, a 
large degree of non-overlap between the two has been observed. Thus, usability evaluation should 
combine empirical tests and usability inspections. 

Usability inspection methods aim at finding usability problems in an existing user interface design, 
potentially rating the severity of problems, making recommendations on how to fix the problems, 
and hereby improving the usability of the system. Such methods allow the knowledge and 
experience of user interface designers to be easily applied in optimizing new systems. An important 
part of usability inspection consists of counting and classifying usability problems which are 
observed in the human-machine interaction. Usability inspection should however not only be 
efficient in detecting problems, but also in weighting them according to their severity (there is no 
use in resolving unimportant problems), and especially in suggesting design changes and 
improvements. Because many inspection methods rely on the design specification rather than on the 
design implementation, they may be applied relatively early in the system design process. 

The following eight types of usability inspection methods may be distinguished [36]: 
• Heuristic evaluation: This informal method involves usability specialists who judge 

whether a dialogue element conforms to established usability principles, the so-called 
heuristics. 
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• Guideline reviews: Inspections where the spoken-dialogue-system-based service is checked 
for conformance with a comprehensive list of usability guidelines. Because the overall 
number of guidelines may be very high, this approach requires a high degree of expertise. 

• Pluralistic walkthroughs: Meetings where users, developers and human factors experts step 
together through a scenario, discussing usability issues associated with dialogue elements 
which are involved in each scenario step. 

• Consistency inspections: An interface is inspected by several designers representing 
multiple design aspects, and then rated as to whether it is consistent with all design issues. 

• Standards inspections: An expert investigates a specific interface for compliance with a 
defined standard. 

• Cognitive walkthroughs: Simulate a user's problem-solving process at each step in the 
interaction, and check whether the user's goals and action memory can be assumed to lead 
to the next correct action. Are typically cast in the form of questions about the relationship 
between task goals attributed to the user, and the system actions needed to accomplish 
them. 

• Formal usability inspections: A formalized method involving a usability inspection team. 
Each team member has a particular task in the inspection process, e.g., as a moderator, 
design owner, or inspector. Meetings are organized to prepare and carry out the inspection, 
and to analyse its results. 

• Feature inspections: Focuses on the operational functions of the user interface, and whether 
the provided functions meet the requirements of the intended end users. 

Most of these methods are discussed in detail in the respective usability literature [36]. The choice 
of the right method depends on the objectives of the evaluation, the availability of guidelines, the 
experience of the evaluator, and time and money constraints. 

Usability evaluation with controlled user experiments is the second alternative. Such tests can be 
carried out either in an "objective, non-intrusive" or in a "subjective, intrusive" way [19]. 
Non-intrusive methods try to capture the behaviour of the human user in a natural and undisturbed 
way, e.g., by observation with audiovisual equipment, or by logging with a recording device. 
Intrusive methods require an active involvement of the users, e.g., by responding to questionnaires 
or interviews (cf. the last clause), by group discussions, or in a self-descriptive way, i.e., requiring a 
verbal protocol which reflects the user's thoughts or opinions during or after the interaction. These 
methods are described in more detail in the usability evaluation literature [14]. 

9 Analysis and interpretation of collected information 
The judgements which are obtained on closed rating scales can be analysed by means of barcharts 
or cumulative distributions. Although the distributions are not necessarily Gaussian, it is common 
practice to calculate arithmetic mean values (and not medians) over all ratings obtained with a 
specified system configuration, see ITU-T Rec. P.800 and the ITU-T Handbook on 
Telephonometry. For the mean values, confidence limits are evaluated and significance tests 
performed by conventional analysis of variance (ANOVA). The assumptions underlying an analysis 
of variance (Gaussian distribution and homogeneity of variances) are not always satisfied; still, this 
method seems to be robust enough to provide reasonable results also in the case of departures from 
the statistically ideal conditions. In the case of a statistically significant effect of one of the variates 
(system configuration and/or voice, test subject, scenario, order of conditions in the experiment, test 
session, etc.), a post-hoc test can be used to perform pairwise comparisons among the means, and to 
determine the sources of differences. The Tukey Honestly Significant Difference (HSD) test is 
recommended for this purpose [40]. When the assumptions underlying a parametric statistics are not 
satisfied, it is useful to additionally summarize the results in terms of a median or mode, and to use 
non-parametric tests like the one according to Kruskal and Wallis for comparison. 
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When interaction experiments are carried out under controlled (laboratory) conditions, it is possible 
to collect interaction parameters and subjective user ratings for the same interaction. In this case, 
the relationship between both types of metrics can be quantified. In a second step, it is possible to 
try to predict user judgements on individual quality aspects or on overall quality or satisfaction on 
the basis of the measurable interaction parameters. However, there is still no universal 
(task-independent) quality modelling approach available which would allow the majority of the 
variance in the user judgements to be covered in its predictions. A general framework for quality 
prediction of spoken dialogue systems has been proposed by Walker et al. in 1997 (PARAdigm for 
DIalogue System Evaluation, PARADISE), based on a multivariate linear regression analysis [44]. 
The framework is in principle task-independent, but the parameters of the quality prediction 
function have to be determined for each individual system anew, based on subjective interaction 
experiments. In addition, its predictive power is still very limited (usually in the range of 40 to 50% 
of covered variance). As a consequence, interaction parameters (both instrumentally measurable 
and expert-based) and users' quality judgements remain the main sources of information describing 
the quality of an interaction with a spoken dialogue system. 

Appendix I 
 

Scenario examples 
 

Scenario No. 1 
You would like to know where you can eat duck. Please ask the system. 

Restaurant name(s): ____________________________________________________ 

Scenario No. 2 
You plan to go out for a Greek dinner on Tuesday night in XXX. 

Price:     –├─x─┼───┼───┼───┤+ 

Restaurant name(s): ____________________________________________________ 

If the system is unable to indicate a restaurant, please change the following specification: 

You want to have the dinner in YYY. 

Restaurant name(s): ____________________________________________________ 

Scenario No. 3 
You plan to have your lunch break in a Chinese restaurant downtown. 

Price:     –├──┼───┼───┼─x─┤+ 

Restaurant name(s): ____________________________________________________ 
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Scenario No. 4 
You plan to eat out in XXX. Because your favourite restaurant is closed for holidays, ask the 
system for a restaurant. 

Please write down first which specifications you want to give to the system. 

If the system is unable to find a matching restaurant, please search for an alternative until the 
system indicates at least one restaurant. 

Restaurant name(s): ____________________________________________________ 

Scenario No. 5 
Please gather your information from the following hints: 

Price:     –├──┼───x───┼───┤+ 

Type of food: 

           

Location: 

                   

Restaurant name(s): ____________________________________________________ 
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