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Summary

Recommendation ITU-T H.643.1 describes the functional architecture for the deployment of information-centric networks (DICNs), including functional entities, reference points and service control flows. It also describes the required DICN capabilities. This architecture can be used to flexibly support the deployment of any particular information-centric network instance and the coexistence of multiple ICN instances on top of one physical network. It also facilitates the inter-operation between different ICN instances.
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Recommendation ITU-T H.643.1

Architecture for the deployment of information-centric networks

1Scope

This Recommendation describes the architecture for the deployment of information-centric networks (DICNs), which satisfies the requirements described in [ITU-T F.746.4].

This Recommendation covers the following:

–functional architecture for DICN;

–functional entities, reference points and service control flows of DICNs.

2References

The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.







	[ITU-T F.746.4]

	Recommendation ITU-T F.746.4 (2017), Requirements for deployment of information-centric network.





3Definitions

3.1Terms defined elsewhere

This Recommendation uses the following terms defined elsewhere:

3.1.1functional architecture [b-ITU-T Y.2012]: A set of functional entities, and the reference points between them used to describe the structure of an NGN. These functional entities are separated by reference points, and thus, they define the distribution of functions.

NOTE 1 – The functional entities can be used to describe a set of reference configurations. These reference configurations identify which reference points are visible at the boundaries of equipment implementation and between administrative domains.

NOTE 2 – The definition is not only applicable to NGNs but also to other IP packet-switch-based networks.

3.1.2functional entity [b-ITU-T Y.2012]: An entity that comprises an indivisible set of specific functions. Functional entities are logical concepts, while groupings of functional entities are used to describe practical, physical implementations.

3.1.3interface [b-ITU-T Y.101]: A shared boundary between two functional units.

NOTE – An interface is defined by various characteristics pertaining to the functions, physical interconnections, signal exchanges, and other characteristics as appropriate.

3.1.4reference point [b-ITU-T Y.2012]: A conceptual point at the conjunction of two non-overlapping functional entities that can be used to identify the type of information passing between these functional entities.

NOTE – A reference point may correspond to one or more physical interfaces between pieces of equipment.

3.1.5service [b-ITU-T Y.101]: A structure set of capabilities intended to support applications.

3.2Terms defined in this Recommendation

None

4Abbreviations and acronyms

This Recommendation uses the following abbreviations and acronyms:

DICN	Deployment of Information-Centric Network

ICN	Information-Centric Network

5Conventions

In this Recommendation:

–The expression "is required to" indicates a requirement which must be strictly followed and from which no deviation is permitted if conformance to this Recommendation is to be claimed.

–The expression "is recommended" indicates a requirement which is recommended but not absolutely required. Thus, this requirement need not be present to claim conformance.

6Overview

This Recommendation describes the architecture for the deployment of information-centric networks (DICNs), which satisfies the requirements described in [ITU-T F.746.4]. This Recommendation includes the required DICN capabilities and functional architecture for DICNs (including functional entities, reference points and service control flows of DICNs).

Currently, the deployment of information-centric networks (ICNs) has attracted considerable attention. However, there are too many ICN candidates, each of which has its own design principles and technical details in terms of naming, routing, and so on ([b-ITU-T Y.3033], [b-Dannewitz], [b-Jacobson], [b-Sarela], [b-Seskar], [b-Detti]). These ICN candidates have their own pros and cons, each of which is best suited to particular application requirements. Thus, it is highly likely that different ICN service providers will implement their own ICN instants with different ICN candidates to provide specific services to users. However, using dedicated physical resources to deploy each individual ICN instants is a waste of resource. Thus, it is reasonable that various ICN instances will coexist on top of one physical network. What is more, there is a scenario that a client of one ICN instance needs to access the resources provided by the server belongs to another ICN instance. In this case, to provide efficient content delivery services, the inter-operation between different ICN instances is also needed.

The architecture for deployment of information-centric networks (DICNs) aims to enable multiple ICN instances' coexistence to provide efficient content delivery services to users.

7Required DICN capabilities

This clause describes the required DICN capabilities, i.e., name-based content delivery, in-network cache, coexistence, inter-operation and security.

7.1Name-based content delivery

The capability of name-based content delivery is responsible for delivering content based on the content name. In an information-centric network a user can directly obtain a content object by its name (or identification), without specifying the location of the content object. For each user's request, the network also needs to find the appropriate holder to provide the content to the user according to the content name.

7.2In-network cache

The capability of in-network cache is responsible for caching content in routers or switches, and for providing the content to the users from a nearby cache. Routers or switches equipped with caches need to store copies of traversed content objects and respond to subsequent content requests with the cached copies, which will significantly reduce bandwidth consumption and server load.

7.3Coexistence

The capability of coexistence is responsible for enabling multiple ICN instances, each of which can employ different ICN architecture candidates to coexist in one physical network. The physical resources are virtualized into different slices, each of which is dedicated to a particular ICN instance. The packets for each ICN instance needs to be delivered according to particular protocols and not be affected by other ICN instances.

7.4Inter-operation

The capability of inter-operation is responsible for enabling an ICN user which adopts one ICN candidate to obtain content from another one which adopts another different ICN candidate. The DICN needs to handle the difference between different ICN protocols, including the difference of packet format, protocol procedure and so on.

7.5Security

The capability of security is responsible for providing a secure service, including authentication and authorization. The DICN needs to verify whether or not the user can access the content. A DICN client can only access the content that it is permitted to access.

8Functional architecture for DICN
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Figure 8-1 – Functional architecture for DICN

This clause describes the DICN functional components which are required to perform DICN functionalities. Figure 8-1 shows the functional architecture with the functional entities and reference points between different functional entities. To illustrate the coexistence of ICN instances and demonstrate the reference points for inter-operation there are two ICN instances shown in Figure 8-1.

8.1Functional architecture

Figure 8-1 shows the functional architecture for DICNs. The DICN consists of two parts, the DICN controller and DICN switches. The DICN controller consists of the ICN instances manager (controller part) and various ICN instances each of which is created to conform to different ICN protocols. The DICN switch consists of the hardware part which supports the general ICN-related operations and the software part which is used to support the resource virtualization for the implementation and coexistence of multiple ICN instances. The ICN instances manager (switch part) also resides in DICN switches.

8.2Functional entities in DICN

8.2.1DICN controller

The DICN controller is designed to manage virtualized physical network resources for each ICN instance. There are five function modules provided to ICN service providers, as shown in Figure 8-1, including content manager, routing manager, storage manager, security manager and inter-operation manager. With these five function modules, each ICN service provider can deploy its own ICN instance according to the specification of a particular ICN architecture candidate by implementing appropriate modules.

The content manager is the key unit for DICNs and is used to maintain information about content sources. If one DICN client hosts content, it should register this information to the content manager module in the DICN controller.

The routing manager is used to maintain the topology of this ICN instance and performs ICN-related routing algorithms. Each ICN service provider can adopt its own routing algorithms to satisfy its own purposes. Then it should configure the DICN switches to perform the routing.

The storage manager is used to set the policies for managing physical content storage. In DICNs, the content can be cached by intermediate node, i.e., routers and switches. ICN service providers can use this module to guide the DICN switches about where and how to cache this content to ensure DICN clients can retrieve the content from a nearby location.

The security manager is responsible for providing secure service. As DICN clients can obtain the requested content from nearby routers or switches rather than the original content providers, to ensure that the content is not accessed by undesired users, the ICN service provider defines its own security policies and uses the security manager to verify the permissions.

The inter-operation manager is used to guide the inter-operation with other ICN instances. Different ICN instances may have different naming schemes and operations. To retrieve content from a node which uses another ICN protocol, the inter-operation manager should establish the mapping between the different names of the same content and guide the DICN switches to deal with the differences of ICN operations.

A typical ICN instance can be implemented in a centralized or distributed way. In the centralized way, the ICN service provider only selects one DICN controller to deploy its ICN instance. In this case all information, including content sources, topology and so on, should be submitted to this selected DICN controller. Otherwise, serval DICN controllers can be used, each of which can hold parts of this information and cooperate to provide the required functions.

To manage these different ICN instances, there is an ICN instances manager (controller part). It is responsible for creating an ICN instance according to the request of the ICN service provider and reserve resources for the ICN instance in the physical network. It is also used to deliver the packets (including configuration messages, user's request and data packets) to the corresponding ICN instance.

8.2.2DICN switch

The DICN switch, which is responsible for forwarding packets belonging to different ICN instances, consists of the hardware and software parts. There are six hardware elements in the hardware part: switching element, forwarding table, storage, forwarding management logic, storage management logic and inter-operation logic, which are shared by different ICN instances. Such hardware resources are virtualized into different slices, each of which is dedicated to a particular ICN instance. The switch also provides interfaces, including forwarding management, storage management and inter-operation, to ICN instances to manage the resources allocated to them. The ICN instance manager (switch part) is responsible for distinguishing packets (including configuration messages, user's request, and data packets) belonging to different ICN instance received from controller and hardware, and delivering them to the corresponding ICN instance.

8.3Reference points

8.3.1Reference point Sc: DICN switch – DICN controller

The reference point is located between the ICN instance manager of the DICN switch and the ICN instance manager of the DICN controller. It is used to deliver the users' requests and packets from the DICN switch to the DICN controller.

8.3.2Reference point Sc': DICN Controller – DICN switch

The reference point is located between the ICN instance manager of the DICN controller and the ICN instance manager of the DICN switch. It is used to deliver the configuration messages from the DICN controller to the DICN switch.

8.3.3Reference point Iins: ICN instance manager (controller part) – ICN instance

The reference point is located between the ICN instance manager (controller part) and the ICN instances. It is used to deliver the users' requests, packets and configuration messages from the ICN instance manager to the corresponding ICN instance. Note that there are several "Iins" points in the DICN.

8.3.4Reference point Iins': ICN instance – ICN instance manager (controller part)

The reference point is located between the ICN instances and the ICN instance manager (controller part). It is used to deliver the users' requests, packets and configuration messages from the ICN instances to the ICN instance manager. Note that there are several "Iins'" points in the DICN.

8.3.5Reference point Iinss: ICN instance manager (switch part) – ICN instance

The reference point is located between the ICN instance manager (switch part) and the ICN instances. It is used to deliver the users' requests, packets and configuration messages from the ICN instance manager (switch part) to the corresponding ICN instance. Note that there are several "Iinss" points in the DICN.

8.3.6Reference point Iinss': ICN instance – ICN instance manager (switch part)

The reference point is located between the ICN instances and the ICN instance manager (switch part). It is used to deliver the users' requests, packets and configuration messages from the ICN instances to the ICN instance manager (switch part). Note that there are several "Iinss'" points in DICN.

8.3.7Reference point Iint: ICN instance - ICN instance

The reference point is located between different ICN instances. It is used to deliver inter-operation related controller messages. Note that there are several "Iint'" points in the DICN.

8.3.8Reference point Ihar: ICN instance manager of DICN switch – hardware

The reference point is located between the software part and hardware part of the DICN switch. It is used to deliver the users' requests, packets and configuration messages between the software and hardware part.

8.4Service control flows

8.4.1ICN instance initialization

[image: img]

Figure 8-2 – Procedural flows for ICN instance initialization

Figure 8-2 illustrates the steps for ICN instance initialization:

1)First, the ICN service provider sends the ICN instance initialization request to the instance manager in the DICN controller.

2)The controller part of the ICN instances manager will verify the information and check the required resources to determine whether or not to accept this request. If the request is accepted, the controller part of the ICN instance manager will send the create instance command to the DICN switch.

3)The switch part of the ICN instance manager will create a new ICN instance and reserve the required resources in the DICN switches.

4)The switch part of the ICN instance manager replies with the instance created message to the controller part of the ICN instance manager.

5)The controller part of the ICN instance manager receives the response and creates a new ICN instance in the DICN controller.

6)The controller part of the ICN instances manager returns the information of the newly created instance to the ICN service provider.

When the ICN instance is initialized, the ICN service provider sends the configuration information of the ICN instance, which is set based on its own specification, to the ICN instance manager (controller part). Then the ICN instance manager (controller part) configures the ICN instance in the controller which in turn configures the routing and caching polices in the ICN instance resided in the DICN switch.

8.4.2Registration of topology information

[image: img]

Figure 8-3 – Procedural flows for registration of topology information

Figure 8-3 shows the procedural flows for registration and deregistration of topology information:

1)A DICN switch registers itself and the connection with its neighbours to the routing manager of the ICN instance in the DICN controller.

2)The routing manager replies with a registration success message and saves this topology information.

3)The DICN switch sends a "keep alive" message to the routing manager of the ICN instance periodically. If the routing manager cannot receive the "keep alive" message for a long time (e.g., 10s), it will delete the DICN switch from the topology maintained.

4)The routing manager also sends a "keep alive" message to the DICN switch. If the DICN switch cannot receive the "keep alive" message for a long time it will inform the network administrator.

8.4.3Registration and deregistration of content

[image: img]

Figure 8-4 – Procedural flows for registration and deregistration of content

Figure 8-4 shows the procedural flows for registration and deregistration of content:

1)The content provider registers the content which it holds to the content manager of the ICN instance in the DICN controller.

2)The content manager replies with the registration success message to the content providers.

3)If the content provider will stop providing some content it can deregister the content by sending the content deregistration request.

4)The content manager of the controller replies with a deregistration success message.

8.4.4Authentication and authorization
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Figure 8-5 – Procedural flows for authentication and authorization

Figure 8-5 shows the procedural flows for authentication and authorization:

1)A new DICN client sends a user verification request to the DICN switch to verify whether the DICN client has the right to access the network and what content it can access. The verification request includes the DICN client's identity which identifies the current network location of the DICN client (such as the IP address, MAC address, etc.).

2)The DICN switch forwards the verification request to the security manager of the corresponding ICN instance in the DICN controller.

3)The security manager of the ICN instance forwards the verification request to the authentication and authorization server.

4)The authentication and authorization server performs user verification on the DICN client according to the verification request. If the DICN client passed verification the authentication and authorization server generates an encryption token (called basic token) according to the DICN client's identity and the content list that the DICN client can access, and it sends this token, which includes the identity and the content list, to the security manager of the ICN instance in the ICN controller.

5)The security manager extracts and saves the DICN client's identity and the content list that the DICN client can access from the received basic token. The security manager then uses its own key to generate a new encrypted token (called authorization token) based on the obtained information. It sends back this new generated encrypted token to the authentication and authorization server.

6)The security manager of the ICN instance also sends the new encrypted token, including the obtained information (i.e., contents list that the DICN client can access), to the DICN client.

8.4.5Content delivery
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Figure 8-6 – Procedural flows for content delivery with local cache

Figure 8-6 shows the procedural flows for content delivery when the content is cached at the DICN switch:

1)The DICN client requests content and sends this request and its own authorization token to the DICN switch it is connected to.

2)The DICN switch sends the authorization request to the security manager of the corresponding ICN instance in the DICN controller to verify whether or not the user can access the content.

3)The security manager verifies the user's identity and replies with an authorization success message.

4)As the switch has cached the content it sends back the content to the user.

[image: img]

Figure 8-7 – Procedural flows for content delivery without local cache

Figure 8-7 shows the procedural flows for content delivery when the content is not cached at the DICN switch:

1)The DICN client requests some content and sends this request and the authorization token to the DICN switch it is connected to.

2)The DICN switch sends the authorization information to the security manager of the corresponding ICN instance in the DICN controller to verify whether or not the user can access the content.

3)The security manager verifies the user's identity and replies with an authorization success message.

4)As the DICN switch does not cache the content it forwards the request to the content manager of the corresponding ICN instance to look up who can provide this content.

5)The content manager sends the information of the selected content provider to the routing manager, which will find a route for content delivery.

6)The routing manager configures the route for the content delivery.

7)The DICN switch forwards the request to the content provider.

8)When the content provider receives the request it replies with the content requested to the DICN switch near the DICN client.

9)The DICN switch forwards the content to the DICN client.

10)The DICN switch determines whether or not to cache this content based on policies configured by the storage manager.

8.4.6Inter-operation

[image: img]

Figure 8-8 – Procedural flows for inter-operation

Figure 8-8 illustrates the procedural flows for inter-operation:

1)A DICN client of ICN instance 2 requests content held by a provider which adopts another ICN protocol, i.e., the ICN instance 1. It sends the content request and authorization token to the DICN switch.

2)The DICN switch sends the authorization request to the security manager of ICN instance 2.

3)The security manager verifies the users' identities and replies with authorization success message;

4)The DICN switch receives the authorization success message and sends the content request to the content manager of the corresponding ICN instance 2 in the DICN controller.

5)The content manager of ICN instance 2 finds that no content provider registers this content. It sends this request to the inter-operation manager of the ICN instance 2 in DICN controller.

6)The inter-operation manager of ICN instance 2 forwards the request to the inter-operation manager of ICN instance 1.

7)The inter-operation manager of ICN instance 1 replies with the inter-operation information, including the inter-operation policy (tunnelling or translation) and the name-mapping of the requested content.

8)Based on the returned policies, the inter-operation manager configures the inter-operation API in the DICN switch to perform the inter-operation.

9)The DICN switch requests the content from the content provider.

10)The content provider of ICN instance 1 replies with the content requested to the DICN switch.

11)The DICN switch sends back the content to the DICN client.

12)The DICN switch caches the content based on the caching policies.
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