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Supplement 79 to ITU-T G-series Recommendations 

Latency control and deterministic capability over a PON system 

1 Scope 

This Supplement collects the use cases requiring low latency and deterministic capability over a 

passive optical network (PON) system. The reference functional models with technologies enabling 

latency control and supporting deterministic capability are analysed. 

2 References 

[ITU-T G.989.3]  Recommendation ITU-T G.989.3 (2021), 40-Gigabit-capable passive 

optical networks (NG-PON2): Transmission convergence layer 

specification. 

[ITU-T G.9804.2]  Recommendation ITU-T G.9804.2 (2021), Higher speed passive 

optical networks – Common transmission convergence layer 

specification. 

[ITU-T G.Sup.71]  ITU-T G.sup.71 (2023), Optical line termination capabilities for 

supporting cooperative dynamic bandwidth assignment. 

[ETSI GR F5G 002]  ETSI GR F5G 002 V1.1.1 (2021), Fifth Generation Fixed Network 

(F5G); F5G Use Cases Release #1. 

[ETSI GS F5G 003]  ETSI GS F5G 003 V1.1.1 (2021), Fifth Generation Fixed Network 

(F5G); F5G Technology Landscape. 

[IEEE 802.1]    IEEE 802.1 (n.d), Time-Sensitive Networking (TSN) Task Group.  

[Christodoulopoulos 2023] Christodoulopoulos, K., Bidkar, S., Pfeiffer, T., and Bonk, R. (2023), 

Deterministically Scheduled PON for Industrial Applications, Optical 

Fiber Communication Conference (OFC). 

[Zhang 2022]   Zhang, D., Luo, Y., and Jin, J. (2022), Highspeed 50 Gb/s Passive 

Optical Network (50G-PON) Applications in Industrial Networks. 

3 Abbreviations and acronyms 

This Supplement uses the following abbreviations and acronyms: 

BWmap BandWidth Map 

CBR Constant Bit Rate 

CO DBA Cooperative DBA 

DBA Dynamic Bandwidth Assignment 

DBRu Dynamic Bandwidth Report, upstream 

FEC Forward Error Correction 

HQ High-Quality 

IIoT Industrial Internet of Things 

M2M Machine to Machine 

ODN Optical Distribution Network 

OLT Optical Line Terminal 
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OMCI ONU Management and Control Interface 

ONU Optical Network Unit 

OT Operation Technology 

PLC Programmable Logic Controller 

PLOAM Physical Layer Operations, Administration and Maintenance 

PMD Physical Medium Dependent 

PON Passive Optical Network 

PSBd Downstream Physical Synchronization Block 

PSBu upstream Physical Synchronization Block 

PTP Precision Time Protocol 

SNI Service Node Interface 

TC Transmission Convergence 

T-CONT Transmission Container 

TM Traffic Management 

TML Transmission Medium Layer 

TSN Time Sensitive Networks 

XGEM 10-Gigabit-capable PON Encapsulation Method 

4 Conventions 

4.1 Determinism capability in a PON context 

In a PON system, determinism capability provides predictable and guaranteed data paths with bounds 

on latency, jitter, and packet loss, through behaviour control actions including scheduling, processing, 

and forwarding. 

5 Introduction 

Figure 5-1 shows a reference functional model for the delivery of traffic between devices separated 

by intermediate networks. Device B (e.g., a client) is shown to be connected via a PON-based access 

network. Device A (e.g., a server) is shown to be at some remote location deeper in the network. 

It introduces a new reference point RefTML (transmission medium layer) at the access node optical 

line terminal (OLT) side and the optical network unit (ONU) side, between the PON physical medium 

dependent (PMD) and transmission convergence (TC) functions and the service-related functions in 

resp. OLT and ONU. The service mapping into 10-Gigabit-capable PON encapsulation method 

(XGEM) frames is done in the transmission medium layer (TML) function as per the PON TC 

recommendations (see e.g., clause 9.4 in [ITU-T G.9804.2]). 
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Figure 5-1 – Reference functional model between a PON-connected device  

and a remote device 

Figures 5-2a and 5-2b show the reference model for the case of (e.g., user-to-user) communication 

between devices A and B when both are connected via a PON-based access network (resp. leg A and 

leg B). 

Both devices could either be connected to different access nodes or the same access nodes. 

When on different access nodes the end-to-end connectivity between A and B runs through both 

service node interfaces (SNIs) across the interconnection network (Figure 5-2a). When on the same 

access node, the end-to-end connectivity can either run through both SNIs (e.g., when a service needs 

to pass through an edge node) or run through an internal connectivity point inside the common access 

node (Figure 5-2b). 

 

Figure 5-2a – Reference functional model between two PON-connected devices  

interconnected through the SNIs 
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Figure 5-2b – Reference functional model between PON-connected devices  

interconnected inside the access node 

The performance of the end-to-end delivery of traffic depends on many factors along the end-to-end 

path. This Supplement focuses on those PON-related mechanisms that influence the performance. 

Unless stated otherwise, the parameters mentioned in the Supplement refer to the delivery over the 

PON which comprises the OLT TML (PMD and TC layers), the optical distribution network (ODN), 

and the ONU TML (PMD and TC layers) (indicated in blue in Figure 5-1, Figure 5-2a and 

Figure 5-2b). 

The OLT and ONU devices contain additional functions such as packet processing (PP), packet 

forwarding (FWD) in OLT or multiplexing/demultiplexing (MUX/DEMUX) in ONU, and traffic 

management (TM) such as queueing and scheduling. There can also optionally be a gateway function 

(GW) to e.g. shape the ingress and egress traffic to accommodate application-specific time patterns. 

The gateway function can be implemented as a stand-alone or as part of the OLT or ONU node. The 

focus of this Supplement is on the PON related functions (TML) at OLT and ONU side, the other 

functions (indicated in grey in Figure 5-1, Figure 5-2a, and Figure 5-2b) are not the focus of this 

Supplement. 

The Supplement does not exclude any use case with additional functionality at the ONU side (e.g., 

single family residential deployments with integrated residential gateway, multi-dwelling 

deployments, mobile x-haul, business deployments, etc.). 

6 Use case and requirements 

6.1 Use case 1 – Manufacturing industrial PON 

6.1.1 Description 

Recent technologies such as the industrial Internet of things (IIoT), industrial cloud computing and 

analytics, machine-to-machine (M2M) communication, and augmented/virtual reality can be 

integrated into production facilities and operations, driving conventional industrial networks into 

modern and automatic industry 4.0 networks, realizing intelligent decision-making and 

manufacturing control. 

Due to the variety of different industrial machines and equipment and the diversity of industrial 

protocols, a flexible and integrated network solution is required. As an advanced passive optical fibre-

based communication technology, PON is the major upgrade direction for manufacturing industrial 

networks, which not only has the basic communication advantages but also supports cloud-based 
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connectivity between fundamental services and enables real-time data transmission between various 

interfaces from various intra-plant machines and devices in the manufacturing industry. 

 

Figure 6-1 – The illustration of a typical industrial PON system 

The illustration of a typical industrial PON system is given in Figure 6-1. 

The basic production manufacturing system is operating in the workshop operational technology (OT) 

network. The traditional programmable logic controller (PLC) is supported to provide general 

manufacturing functions such as data analysis and control data processing. The high-quality (HQ) 

image collector is used to collect the image information of the manufacturing process and the 

production for intelligent management and control. 

The industrial PON provides optical transmission for north-south intelligent management and control 

traffic, and low-latency interconnections between intra-plant machines and devices with various 

industrial physical interfaces. With the help of the broadband optical access network, the cloud 

platform can provide integrated and unified control and management for the global manufacturing 

industry system. 

The manufacturing industrial PON can significantly enhance industrial production efficiency with 

intelligent system control and operation while retaining the capabilities to support basic 

manufacturing industrial applications. 

6.1.2 Expectation of latency/jitter control of PON system 

As illustrated in Figure 6-1, the interconnection between the PLC analyser and PLC processor indicates 

the traffic type which demands ultra-low latency and jitter for real-time smart production 

manufacturing, while the communication between HQ image collector and industrial control and 

management platform indicates the traffic type which demands high bandwidth but a relaxed latency 

and jitter. 



 

6 G series – Supplement 79 (12/2023) 

The intelligent manufacturing process requires a certain level of latency and jitter. Different types of 

applications in the manufacturing industrial network require different latency and jitter performance. 

Examples are listed in the following: 

1) For synchronous and asynchronous traffic: the latency/jitter can be less than 500 μs 

[Zhang 2022] and [ETSI GS F5G 003]. 

2) For network control traffic: the latency/jitter can be 10 ms to 1 s level [Zhang 2022] and 

[ETSI GR F5G 002]. 

To provide deterministic performance when forwarding time-sensitive traffic, the underlying 

industrial PON should be able to identify the time-sensitive traffic and provide a low latency 

forwarding path in the PON system, with the satisfied latency/jitter requirements. 

6.2 Use case 2 – PON system in context of a TSN network 

A time sensitive network (TSN) consists of TSN ethernet switches with features described by a set of 

IEEE TSN standards (see [IEEE 802.1]). A PON system can be used to connect end-side devices or 

end-side TSN networks to a LAN TSN network, as shown in Figure 6-2 with resp. ONU A and B. 

Time-sensitive flows can run in the east-west direction (e.g., between device A on ONU A and device 

B on ONU B) and the north-south direction (e.g., between the industrial application server and device 

C on ONU C). By using QoS awareness the same infrastructure is also capable of transporting non-time 

sensitive flows locally or to the wider network (e.g., a terminal on ONU D connected to the Internet via 

a WAN gateway). 

 

Figure 6-2 – PON system in the context of the TSN network 

In case information about time-sensitive industrial flows is available to the PON system from the 

traffic source, management/control layer, or from the TSN network (e.g., via management or control 

messages), this information can be used for the OLT's internal traffic management of these flows. 

Such information should contain a timing description of the flows (e.g., periodicity and phase 

alignment, latency and jitter requirements) and a means to differentiate the flows in the PON system 

(e.g., entry and exit ports on the OLT and ONUs). Regarding the PON TML in the upstream direction, 

the dynamic bandwidth assignment (DBA) can be made more deterministic by taking the per-TSN 

flow (per-transmission container (T-CONT) information into account in its choice of burst allocations 



 

  G series – Supplement 79 (12/2023) 7 

(timing, rate and size of allocations). This can be considered as a variant of cooperative DBA (CO 

DBA) as described in [ITU-T G.Sup.71]. 

A common time of day reference needs to be distributed to the OLT for actions that require accurate 

timing. TSN uses precision time protocol (PTP) and SyncE to distribute time and frequency 

synchronization in the industrial network, they can also be used to bring synchronization to the OLT, 

and the PON system can further distribute synchronization (via the ONUs) to the end-side networks 

or devices. 

An informative example of adding timing awareness to DBA can be found in [Christodoulopoulos 

2023]. 

7 Mechanisms for latency control and deterministic improvement 

7.1 Access segment 

The latency (and variations on latency) experienced by packets during their end-to-end data transport 

is determined by the treatment of the packets in the different segments of the network. The sections 

in clause 7 concentrate on the treatment in the PON-based access segment and more specifically on 

the PON system segment, corresponding to resp. "access delivery" and "PON delivery" in 

Figures 5-1, 5-2a and 5-2b. The access segment consists of packet devices (OLT and optional GW, 

ONU and optional GW), PON layer-specific functions in OLT and ONU, and a fibre-based ODN. 

The access segment latency per packet then equals the PON system latency (PON transmission 

medium layer in OLT and ONU + fibre propagation over the ODN) + internal latencies of devices 

performing packet switching and processing. Both upstream and downstream directions are 

considered. 

The PON ODN is the most straightforward source of latency as it gives the same propagation delay 

for all packets in function of the distance, irrespective of the actual load in the fibre. There are two 

dependencies: 

– The first and obvious dependency is the total fibre distance per ONU (patch cabling, feeder 

fibre, drop fibre). 

• The distance between OLT and ONU is not necessarily fixed, e.g., protection switching 

from a working path to a protecting path can lead to a decrease or increase in the total 

fibre length. But in all cases, the maximum distance of the PON class must be respected, 

so there is an upper limit. 

• During ranging all the ONUs will be time equalized in the upstream direction to the 

distance of the furthest possible ONU. The effect of time equalization of ONUs on the 

upstream latency is described in clause 7.2.2. 

– The second dependency is the group velocity of the wavelength used, but those variations are 

of the order of less than 1 ns per km within a wavelength band and hence irrelevant for 

end-end latencies of tens or hundreds of µs for data traffic. However, note that the effect of 

such variations on the synchronization accuracy is relevant and is described in the PON TC 

recommendations. This is not elaborated further in this Supplement. 

The packet devices in the segment are the optional ingress gateway, the ONU, the OLT and the 

optional egress gateway. The internal architecture of the packet devices consists of interfaces, 

(de)multiplexers, buffers and forwarders. Each packet switching device adds latency due to internal 

forwarding, buffering, traffic management processes, and serialization/deserialization of ethernet 

frames at interfaces. In congestion points there are mechanisms to manage the order of transmission 

between packets of the same or different traffic classes, influencing the latency. The internal 

mechanisms of packet devices are out of the scope of the ITU PON recommendations. 
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Additionally, there are PON-specific contributions to latency (due to the operation of the TML), 

which are handled in more detail in clauses 7.2 and 7.3. 

7.2 PON-specific parameters influencing latency 

Several parameters and mechanisms of the TML have an impact on latency. Some parameters are 

defined in the PON standards as being configurable, others are implementation-specific 

(e.g., depending on the processing performance). 

7.2.1 Influence on downstream PON system latency 

 

Figure 7-1 – Break-down of per-packet downstream latency 

• OLT: PON TC layer actions include encapsulation, forward error correction (FEC) encoding, 

and frame structure (insertion of downstream physical synchronization block (PSBd), 

multiplexing of ONU management and control interface (OMCI) payload and the physical 

layer operations, administration and maintenance (PLOAM) payload for ONUs). They will 

directly impact the service latency but are minor (order of µs) compared to the whole PON 

system latency. 

• ONU: PON TC layer actions include FEC decoding and decapsulation, and packet 

defragmentation. They will directly impact the service latency but are minor (order of µs) 

compared to the whole PON system latency. 
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7.2.2 Influence on upstream PON system latency 

 

Figure 7-2 – Break-down of per-packet upstream latency 

• ONU: The ONU must interpret grants for its T-CONTs in the bandwidth map (BWmaps) and 

generate the corresponding bursts. This includes reception and parsing of the received 

BWmaps, and the PON TC layer processing actions for generating the bursts which include 

encapsulation, FEC encoding, construction of the burst structure (insertion of upstream 

physical synchronization block (PSBu), of OMCI bytes or bursts, of dynamic bandwidth 

report, upstream (DBRu) bytes, of PLOAM bytes). 

 The performance of this processing is stipulated in the PON recommendations by the ONU 

response time, namely ONUs must be able to generate a burst between 34 and 36 µs after the 

arrival time of the downstream frame boundary (which is followed by the bandwidth map) at 

the ONU. This processing latency is fixed and is accounted for when generating a burst at 

the correct time grant allocated by the BWmap. Therefore, this latency is already part of the 

time equalisation of the ONUs. 

• OLT and ONU: The TDMA mechanisms are the main determining factor for the upstream 

PON latency, namely the combination of packet classification into T-CONTs and DBA 

allocations per T-CONT: 

– Mapping of traffic to T-CONTs (e.g., separating traffic in dedicated queues with 

dedicated T-CONT BW profiles). The latency is not due to the (configurable) mapping 

action itself but is the result of the DBA treatment that the packets of the corresponding 

T-CONT will receive. 

– The packets in a given ONU queue require burst allocations by the OLT DBA algorithm 

based on the BW profile of the corresponding T-CONT. The burst allocations (size, rate, 

and gaps between allocations) relative to the load pattern will determine the upstream 

buffer filling in the ONU and hence the latency and PDV. 

 The configurable parameters defined for all PON flavours are RF, RA, RM, AB, P, . 

Additionally, since [ITU-T G.989.3] (optional) time-related parameters have been 

defined; TJT, TDBT and TPST. 
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• The effect of TJT is the main parameter as it directly influences the gap between two 

consecutive allocations to the same T-CONT. 

• TDBT determines the waiting time at ramp-up from an inactive (= absence of load) 

period. 

• TPST in the context of protection switching on TDWM PON indicates the time 

between the downstream synchronization on the protection channel pair and the first 

allocation. 

– Due to time equalization by ranging, a near ONU is forced to wait as long as the furthest 

possible ONU for an update in the upstream allocations, except if the allocations are 

fixed in which case there is no update as such. Depending on the arrival time of packets 

at the ONU UNI with respect to the time of the first updated grant, and depending on the 

buffer filling with respect to the grant size, this can lead to packets of the ONU 

experiencing extra latency due to the maximum distance of ONUs on the ODN (e.g., in 

Figure 7-2, ONU 1 is time equalized to ONU N that represents the ONU at maximum 

distance). 

– The quiet windows opened during ranging interrupt the upstream transmission. The 

amount of successive quiet windows needed for a ranging event can depend on the 

amount of ONUs to be discovered and ranged at that event. The duration of quiet 

windows depends on the maximum allowed differential distance of ONUs on the PON. 

Note that there are methods (e.g., DAW [ITU-T G.9804.2]) that allow to reduce or 

remove the impact of ranging windows for a given PON flavour on the ODN. 

• OLT: PON TC layer processing actions include decapsulation, FEC decoding, and frame 

defragmentation. These processing steps will directly impact the service latency but can be 

considered to be minor (order of µs) at the level of the whole upstream PON system latency. 

7.2.3 Influence on user-to-user PON system latency 

When two PON users communicate with each other, the latencies of both PON-based access segments 

need to be taken into account. Each user-to-user direction is composed of two legs: an upstream leg 

from source ONU to OLT and a downstream leg from OLT to destination ONU. The latency in each 

user-to-user direction is then determined by the sum of the latencies in both legs, with the same 

dependencies as described in clauses 7.2.1 and 7.2.2. 

Figure 7-3 shows the example of a particular case of direct communication between two users with 

ONUs connected to the same ODN on the same access node, with local interconnection inside the 

access node like in Figure 5-2b. The diagram shows the latencies for packet A sent from ONU 1 to 

ONU N (in red) and for packet B sent from ONU N to ONU 1 (in blue). 
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Figure 7-3 – Break-down of per-packet user-to-user latency 

7.3 Impact of configuration of PON-specific parameters (TML) 

The parameters identified in clause 7.2 that are configurable can be used to control latency and jitter. 

7.3.1 Control of worst-case downstream latency and jitter 

There are no TML level configurations that can influence the downstream latency and jitter. 

Note that for most PON technologies the use of downstream FEC encoding/decoding is mandatory 

as it is required to ensure that all ONUs can be reached with the optical loss specification of the 

considered PON class. The exceptions are GPON classes B, B+ and C which do not need FEC. 

However, the FEC latency is minor compared to the overall downstream PON system latency, so the 

use of FEC will not make a significant difference in latency. 

7.3.2 Minimizing the worst-case (maximum) upstream latency for low-latency traffic 

DBA: MAPPING of traffic to T-CONTs 

The best result is achieved when separating low-latency traffic from non-low-latency traffic into 

separate T-CONTs in the ONU in order to follow the DiffServ principles (relative priorities and 

adequate queueing per traffic class). 

DBA: Per-T-CONT BW PROFILES 

Each T-CONT has dynamic bandwidth assignment (DBA)-related traffic descriptors. 

From a bandwidth perspective, it is straightforward that the higher the bandwidth gets allocated to a 

T-CONT, the less buffering will be needed at the ONU for a given traffic pattern. The considered 

bandwidth-related descriptors of a T-CONT are RF, RA, RM (the descriptors AB, P,  relate to the 

priority and fairness of bandwidth sharing between T-CONTs, for simplicity they are not elaborated 

here). Note that the DBA does not differentiate between packets inside a T-CONT, so these values 

are not for different traffic classes but any packet in the T-CONT queue could either be served by an 
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allocation driven by RF, by RA or by RM. Selecting values for RF, RA, and RM will determine how 

much of the traffic load will be treated as guaranteed bandwidth (fixed or assured), or as non-

guaranteed bandwidth (non-assured or best effort). Ultimately the packets with the maximum latency 

will determine the maximum latency of the whole traffic class associated with the T-CONT. 

• Assigning an RF value > 0 guarantees allocation of a fixed bit rate. As there is no need for a 

dynamic reaction time to change the allocations for the bit rate, using fixed bandwidth 

provides lower maximum upstream latency for a T-CONT compared to assured and non-

assured / best-effort (all other traffic descriptors and traffic loads being equal for the 

comparison). 

– It is naturally suited for constant bit rate (CBR) traffic. 

– If the traffic is a variable bit rate (VBR) between some minimal and maximal value, there 

are several possibilities for RF, in decreasing order for the latency and packet drop 

probability and increasing order of the bandwidth consumption: 

• Setting RF to zero means all packets will depend on the reactivity of the DBA. 

• Setting non-zero RF below the minimal load value leads to (temporary) ONU buffer 

filling (which can lead to packet drop when overfilled). 

• RF can be set to the minimal load value, reducing the ONU buffering. 

• Depending on the abundance or scarcity of capacity on the PON, RF can be increased 

above the minimal load value, further lowering the ONU buffering but trading off 

bandwidth efficiency for lower maximum latency. 

• Only when setting RF to the maximal load value, will the maximum latency be as 

low as possible. 

• Assigning an RA value > 0 also provides a bandwidth guarantee, but there is a DBA reaction 

time involved as the assured capacity is only allocated when there is an actual demand. Such 

demand needs to be detected and then the allocation needs to be actuated, which represents 

some reaction time and hence a higher maximum latency than with pure fixed allocations. 

– When the traffic is CBR, assured bandwidth is sometimes preferred over fixed bandwidth 

for cases of known but intermittent loads in order to reassign unused bandwidth to other 

T-CONTs. 

– For VBR traffic between some minimal and maximal value, the same possibilities exist 

as for RF, albeit with some extra latency due to the DBA response time. 

• Assigning a non-guaranteed bandwidth (RM > RF + RA) is the most bandwidth-efficient but 

also the most influenced by the DBA responsivity and hence most prone to latency and jitter. 

The amount of latency and jitter depends on the rate and amplitude of changes in the load 

versus the responsivity of the DBA to follow load changes. 

• As a general remark the use of DBRu reporting benefits the DBA responsivity (except for 

purely fixed T-CONTs set at or above the peak load). 

The time-related descriptors are TJT, TDBT, TPST 

• The jitter tolerance TJT determines the inter-burst-gap, hence directly influences the 

maximum latency during steady states and transients of the traffic. The same bandwidth can 

be allocated by different values of the jitter tolerance. The value can be set to a high frequency 

of bursts, but there is a trade-off between the latency and available capacity on the PON 

(more bursts per time unit represent more burst mode overheads). 

• TDBT determines how quickly the change of a traffic load from inactive to active is detected, 

hence directly influencing the maximum latency for transients of the traffic from zero (or low 

load) to some load. It has to be considered together with TJT for the overall maximum latency 

of the traffic during operation. It is also subject to the same trade-off between low latency 

and burst overheads. 
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• TPST on its own does not guarantee a maximum latency, it always has to be considered 

together with the other descriptors. If a protection switching event is not allowed to 

temporarily increase the maximum latency, this parameter must be set sufficiently low 

compared to the target maximum latency. 

Note that these timing values do not apply during quiet windows due to the interruption of the 

upstream traffic. 

CO DBA [ITU-T G.Sup.71] 

With cooperative DBA (CO DBA) there is external information provided to the OLT about the 

expected traffic in the immediate future. The information is provided by an external node over a 

common interface. The external node must have knowledge of the application-level traffic per time 

interval. An example is a mobile fronthaul traffic whereby DUs manage the upstream scheduling of 

UEs and communicate the corresponding RU traffic to OLTs over the cooperative transport interface 

(CTI). 

The OLT maps the traffic report information to the corresponding T-CONT and applies appropriate 

burst allocations in size, repetition, and timing in order to follow the changing demands per T-CONT. 

The result is to keep the advantage of statistical multiplexing between T-CONTs of a reactive DBA 

while keeping the latency sufficiently low for the application. Note that the resulting latency is much 

improved compared to the classic DBA but is not lower than the approach of the fixed bandwidth 

allocations (when dimensioned at peak level). 

 

Figure 7-4 – Comparison between SR/TM DBA, fixed bandwidth allocation and CO DBA 

Use of FEC 

Note that for most PON technologies the upstream FEC encoding/decoding is required to ensure that 

all ONUs can operate within the optical loss specification of the considered PON class. 

The exceptions are GPON classes B, B+ and C which do not rely on FEC. For the other PON types, 

the upstream FEC can only be disabled for ONUs that have enough optical margin to reach the 

required BER without FEC. However, the FEC latency is minor compared to the overall upstream 

PON system latency, so the use of FEC will not make a significant difference in latency. 

ONU activation and RANGING 

As quiet windows are an abrupt interruption of upstream transmission there is an obvious relationship 

between the duration and frequency of quiet windows and the maximum latency measured over 

periods of time in which ranging occurs. Reducing or avoiding the use of quiet windows directly 

benefits latency and jitter. 

7.3.3 Minimizing worst-case upstream jitter = maximum latency – minimum latency 

The minimum latency is not controllable at the PON level as it is not possible to artificially increase 

the minimal latency of a given packet at the PON TML level. 
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All aspects of clause 7.2.3 that reduce the maximum latency will hence also limit the jitter. 

7.3.4 Impact of a quiet window on regular US transmission 

As every ONU is forced to wait a period of time during each quiet window period, the temporarily 

opened quiet windows interrupt the regular US transmission of operating ONUs. Assuming the 

standard differential fibre reach is 20 km, the maximum duration of the quiet window is normally 

about 250 μs, including RTD, ONU response time, and additional random delay for SN acquisition. 

 

Figure 7-5 – Impact of a quiet window on regular US transmission 

The test results of a lab test based on a GPON system with 4 ONUs are shown in Figure 7-5. Each 

ONU was granted the same US traffic. Three US traffic cases of 5M, 50M and 200M per ONU were 

tested. The solid lines indicate the maximum latency under different durations of quiet window, while 

the dotted lines indicate the case of quiet window disabled. Note that only the common single burst 

allocation was tested. 

The measurements show the buffering effects due to the quiet window interruptions under stable burst 

allocations. For 50 μs quiet window, when the total bandwidth is enough for the US traffic following 

such a short quiet window, there seems no obvious difference between the quiet window enabled or 

disabled. The maximum latency levels are gathered around 125~140 μs. However, for 150 μs quiet 

window, it brings ONUs with 50M and 200M US traffic to the maximum latency levels of around 

170 μs and 209 μs respectively. The 250 μs quiet window is relatively long and leads to maximum 

latency levels of around 255 μs, 270 μs and 307 μs respectively for ONUs with 5M, 50M and 200M 

US traffic. 

According to the test results, the longer the quiet window duration (longer transmission distance), the 

greater the impact on regular US transmission. Moreover, the latency introduced by the quiet window 

increases with the US traffic rate, especially when the quiet window duration is relatively long. 
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7.4 Practical experience of latency control mechanisms 

7.4.1 Frame-based dense burst allocation mechanism 

For upstream transmission in TDM PON systems, OLT is in charge of the transmission time slot 

allocations, the belonging ONUs are only to transmit in the permitted time slot. In practice, the time 

slot allocation also requires processing time in the circuit. Consequent data awaiting to be transmitted 

in the upstream direction may need to wait for a complete upstream frame period. Moreover, if the 

number of belonging ONUs increases, the OLT may not be able to process allocations within one 

upstream frame period. Therefore, for the general PON system, the OLT may be configured to do 

time slot allocation in multiple 125 μs periods, leading to a worst-case delay of multiple 125 μs. 

In industry PON scenarios, applications such as closed-loop fieldbus control and high frequency 

periodic signal collecting are required to minimize the upstream transmission latency and jitter level. 

A frame-based dense burst allocation mechanism is introduced to reduce the latency and jitter level 

in the upstream transmission by increasing the frequency of the time slot allocation. 

As shown in Figure 7-6, in the general case, ONU1 transmits the arrived data 1 in the first permitted 

time slot, and the consequent data 2 to 4 need to wait a long delay for other time slot allocations. If 

the upstream frame period is split into 4 sub-periods equally, and, to execute the time slot allocation 

in each sub-period, the consequent data 2, even data 3 and 4 may have the opportunity to be granted 

a respective time slot within a single 125 μs upstream frame period, which can significantly reduce 

the time slot allocation delay for time sensitive upstream transmission. On the other side, due to the 

implementation complexity, stacking of burst mode overheads (i.e., Tplo), and reducing of time slot 

period, the number of time slot granted sub-periods has a practical limit. 

 

Figure 7-6 – Illustration of general burst allocation versus frame-based  

dense burst allocation mechanism 

Theoretically, this mechanism introduces a maximum delay of 125 μs/N plus other fractions, where 

N indicates the number of sub-periods in a single upstream frame. Figure 7-7 illustrates the results 

from a lab test of a typical industrial control scenario with four belonging ONUs. The two sub-periods 

and four sub-periods in a single upstream frame are analysed. 
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Figure 7-7 – Illustration of frame-based dense burst allocation mechanism 
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For industrial requirements, analysis on the overall maximum level is more valuable. Accordingly, 

the upper boundaries of the maximum upstream latency for two and four sub-periods are roughly 

64 μs and 39 μs respectively, while the upper boundaries of the maximum upstream jitter for two and 

four sub-periods are roughly 55 μs and 27 μs respectively. 

The test results reflect the gradient reduction on the maximum latency and jitter level with different 

numbers of sub-periods, which also show the performance degradation (i.e., 39 μs larger than half of 

64 μs) when increasing the time slot allocation frequency in a single upstream frame. 
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