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Recommendation ITU-T G.998.2

Ethernet-based multi-pair bonding

Summary

Recommendation ITU-T G.998.2 describes a method for bonding of multiple digital subscriber lines (DSLs) for Ethernet transport. This Recommendation can support single-pair high-bit-rate digital subscriber line (SHDSL), very high-speed digital subscriber line (VDSL) and asymmetric digital subscriber line (ADSL) transport as well as future xDSL technologies as they emerge.

This Recommendation builds on the IEEE 802.3ah-2004 methods and extends Ethernet transport over other xDSL technologies, including ADSL. The Recommendation does not describe the details of the specific xDSL transport technology, but rather, it focuses on the aspects of the physical coding sublayer (PCS) layer modifications required for bonding.

This version of the Recommendation integrates all previous amendments and corrigenda with the 2005 version of ITU-T G.998.2.
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Recommendation ITU-T G.998.2

Ethernet-based multi-pair bonding

1 Scope

This Recommendation specifies portions of clause 61 of [IEEE 802.3ah]-2004 amendment to carrier sense multiple access with collision detection (CSMA/CD) access method and physical layer specification as a normative reference and identifies the requirements for multi-pair bonding in [IEEE 802.3ah]-2004 that are different in the United States. Further, this Recommendation specifies the requirements for extending the bonding methods in [IEEE 802.3ah]-2004 to xDSL technologies other than very high-speed digital subscriber line (VDSL) and single-pair high-bit-rate digital subscriber line (SHDSL).

This Recommendation has the following four objectives:

1) provide support for operation of xDSL technologies on multiple pairs of voice-grade twisted pair cable;

2) provide 100 Mbit/s burst data rate at the Ethernet media independent interface using rate matching;

3) provide full duplex operation;

4) provide a communication channel with a mean bit error rate (BER) at the α/β service interface of less than 10−7.

2 References

The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.







	[ITU-T G.991.2]

	Recommendation ITU-T G.991.2 (2003), Single-pair high-speed digital subscriber line (SHDSL) transceivers.




	[ITU-T G.992.1]

	Recommendation ITU-T G.992.1 (1999), Asymmetric digital subscriber line (ADSL) transceivers.




	[ITU-T G.992.3]

	Recommendation ITU-T G.992.3 (2009), Asymmetric digital subscriber line transceivers 2 (ADSL2).




	[ITU-T G.992.5]

	Recommendation ITU-T G.992.5 (2009), Asymmetric digital subscriber line transceivers 2 (ADSL2) – Extended bandwidth ADSL2 (ADSL2plus).




	[ITU-T G.993.1]

	Recommendation ITU-T G.993.1 (2004), Very high speed digital subscriber line transceivers (VDSL).




	[ITU-T G.993.2]

	Recommendation ITU-T G.993.2 (2015), Very high speed digital subscriber line transceivers 2 (VDSL2).




	[ITU-T G.994.1]

	Recommendation ITU-T G.994.1 (2017), Handshake procedures for digital subscriber line transceivers.




	[ATIS T1.424]

	T1.424* (2004), Interface between Networks and Customer Installation – Very-high-bit-rate Digital Subscriber Lines (VDSL) Metallic Interface (DMT-Based).




	[IEEE 802.3-2002]

	IEEE 802.3-2002, IEEE Standard for IT – Telecommunications and Information Exchange Between Systems – LAN/MAN – Specific Requirements – Part 3: CSMA/CD Access Method and Physical Layer Specifications.




	[IEEE 802.3-2005]

	IEEE 802.3-2005, IEEE Standard for Information technology – Telecommunications and information exchange between systems – Local and metropolitan area networks – Specific requirements Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specifications.




	[IEEE 802.3ah]

	IEEE 802.3ah-2004, IEEE Standard for Information technology – Telecommunications and information exchange between systems – Local and metropolitan area networks – Specific requirements Part 3: Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Access Method and Physical Layer Specification – Amendment: Media Access Control Parameters, Physical Layers, and Management Parameters for Subscriber Access Networks.





3 Definitions

3.1 Terms defined elsewhere

None.

3.2 Terms defined in this Recommendation

This Recommendation defines the following terms:

3.2.1 10PASS-TS: The IEEE 802.3 standard for delivering single and multi-pair Ethernet transport over ITU-T G.993.1 (MCM) transceivers.

3.2.2 2BASE-TL: The IEEE 802.3 standard for delivering single and multi-pair Ethernet transport over ITU-T G.991.2 transceivers.

3.2.3 aggregation group:A collection of lines that may be aggregated into a single Ethernet interface.

3.2.4 carrier sense: In a local area network, an ongoing activity of a data station to detect whether another station is transmitting.

NOTE – The carrier sense signal indicates that one or more DTEs are currently transmitting.

3.2.5 collision:A condition that results from concurrent transmissions from multiple data terminal equipment (DTE) sources within a single collision domain.

3.2.6 downstream: Direction from central office to remote terminal.

3.2.7 media independent interface: In IEEE 802.3, a transparent signal interface at the bottom of the Reconciliation sublayer.

3.2.8 physical medium attachment: That portion of the physical layer that contains the functions for transmission, reception collision detection, clock recovery and skew alignment.


3.2.9 physical medium dependent: That portion of the physical layer responsible for interfacing to the transmission medium. The physical medium dependent (PMD) is located just above the medium dependent interface (MDI).

3.2.10 physical media entity: In IEEE 802.3-2005, a reference to an individual transceiver contained within an aggregate group where a transceiver carries only one packet stream. This Recommendation also supports operation over transceivers carrying multiple (at gamma interface logically separated) packet streams. In this Recommendation, a physical media entity (PME) is a reference to one logical channel out of a set of one or more channels on the same individual transceiver. Each such PME carries a single packet stream and is contained within one aggregate group.

NOTE 1 – In case preemption is used on a bearer channel, two PMEs each reference one of the two logical channels on the same bearer channel. In case pre-emption is not used on a bearer channel, a PME defaults to a reference to the one bearer channel.

NOTE 2 – Although such a PME cannot be physically isolated within a transceiver carrying multiple packet streams, the naming PME is maintained for consistency with IEEE 802.3-2005 and for consistency in case the transceiver carries only one packet stream.

3.2.11 remote terminal: A terminal located downstream from a central office switching system.

3.2.12 upstream: Direction from remote terminal to central office.

4 Abbreviations and acronyms

This Recommendation uses the following abbreviations:







	α

	the interface between the PMS-TC and TPS-TC layers at a CO




	β

	the interface between the PMS-TC and TPS-TC layers in CPE




	γ

	the interface between the TPS-TC layer and the PCS layer




	ADSL

	Asymmetric Digital Subscriber Line




	ANSI

	American National Standards Institute




	ATIS

	Alliance for Telecommunications Industry Solutions




	BACP

	Bonding Allocation Control Protocol




	BACPDU

	BACP Data Unit




	BCE

	Bonding Control Engine




	BER

	Bit Error Rate




	CL

	Capabilities List




	CLR

	Capabilities List Request




	CO

	Central Office




	CPE

	Customer Premises Equipment




	CRC

	Cyclic Redundancy Check




	CS

	Carrier Sense




	CSMA/CD

	Carrier Sense Multiple Access/Collision Detection




	DSL

	Digital Subscriber Line




	DSLAM

	DSL Access Multiplexer




	DTE

	Data Terminal Equipment




	DTU

	Data Transfer Unit




	EFM

	Ethernet in the First Mile




	EMS

	Element Management System




	FEC

	Forward Error Correction




	FIFO

	First In, First Out




	GID

	Group ID




	HDLC

	High-level Data Link Control




	MAC

	Media Access Control




	MCM

	Multi-Carrier Modulation




	MII

	Medium Independent Interface




	MP

	Mode Proposal




	MS

	Mode Select




	MSB

	Most Significant Bit




	OAM

	Operations, Administration, and Maintenance




	PAF

	PMA Aggregation Function




	PCS

	Physical Coding Sublayer




	PHY

	Physical Layer Entity Sublayer




	PMA

	Physical Medium Attachment




	PMD

	Physical Medium Dependent




	PME

	Physical Media Entity




	PMS-TC

	Physical Media-Specific TC Layer




	PTM

	Packet Transfer Mode




	SFD

	Start Frame Delimiter




	SHDSL

	Single-Pair High-bit-rate DSL




	TC

	Transmission Convergence layer




	TC-CRC

	Transmission Convergence – Cyclic Redundancy Check




	TLV

	Type Length Value




	TPS-TC

	Transmission Protocol-Specific TC Layer




	VDSL

	Very High-speed Digital Subscriber Line




	xDSL

	a collective term referring to any of the various types of DSL technologies





5 Technologies addressed and architecture

This clause addresses technology specific parameters for some bonded physical layer entity sublayers (PHYs). The values presented here were derived from the rules set forth in clause 61 of [IEEE 802.3ah]-2004. Other PHYs may be addressed by following these rules.

5.1 Technologies nomenclature

Large portions of this Recommendation reference the IEEE 802.3ah-2004 specification. A cross-reference to the technology nomenclature, and a reference to the relevant standards, are given in Table 1.

Table 1 – Technology nomenclature








	Reference in this Recommendation

	IEEE 802.3ah-2004 reference

	Relevant standard




	VDSL

	10PASS-TS

	[ATIS T1.424]




	SHDSL

	2BASE-TL

	[ITU-T G.991.2]




	ADSL

	N/A

	[ITU-T G.992.1]





As shown in Table 1, the IEEE reference to 10PASS-TS is the IEEE 802.3 standard for transporting Ethernet using a multi-carrier modulation (MCM)-VDSL-based PHY. Likewise, 2BASE-TL is the IEEE 802.3 standard for transporting Ethernet using an SHDSL-based PHY. There is no IEEE standard for transporting Ethernet over asymmetric digital subscriber line (ADSL), though that operation is clarified in this Recommendation.

5.2 System considerations

The copper PHYs addressed by this Recommendation are only defined for full duplex operation as defined in the IEEE 802.3 specification.

5.3 Relationship between IEEE 802.3ah-2004 terminology and layering (informative)

The physical coding sublayer (PCS) contains two functions: media access control (MAC)-PHY rate matching and physical media entity (PME) aggregation. The functional position of the PCS is shown in Figure 1.

The γ-interface and the α(β)-interface are generic interfaces used in various digital subscriber line (xDSL) specifications such as the ones referenced in clause 2. The α(β)-interface is a simple octet-synchronous date interface; the γ-interface add protocol-awareness.

For physical medium dependent (PMD), the bit rates in the shaded area labelled "PMD rate domain" are derived from the DSL bit rates. Data is transferred across the γ-interface at the rate imposed by the lower layers. The bit rates in the shaded area labelled "100 Mbit/s rate domain" are synchronous to the medium independent interface (MII) rate. Data is transferred across the MII at the rate of one nibble per MII clock cycle. The MAC-PHY rate matching function adjusts the inter-packet gap so that the net data rate across this interface matches the sum of rates across the γ-interface.1

In the transmit direction, frames are transferred from the MAC to the PCS across the MII when the MAC-PHY rate matching function allows this. In the PCS, preamble and start frame delimiter (SFD) octets are removed. The data frame is fragmented by the physical medium attachment (PMA) aggregation function (PAF), and fragments are forwarded, optionally through a flexible cross-connect, towards each of the aggregated PME instances via the γ-interface. The transmission convergence layer (TC) accepts data from the MAC-PHY rate matching function or the PAF, at the rate at which it can be processed by the TC sublayer, by asserting Tx-Enbl on the γ-interface.

The optional flexible cross-connect function may be present to provide access from a centralized bonding function (PAF) to TCs on lines distributed throughout a system. The method by which frames are transferred between the bonding function and the various TCs in the bonded group is outside the scope of this Recommendation.


In the receiver direction the TC sublayer pushed data to the PAF (if present) or the MAC-PHY rate matching function by asserting Rx_Enbl on the γ-interface. The PAF reassembles the received fragments into data frames. Preamble and SFD octets are generated and prepended to the data frame prior to passing it up to the MAC across the MII. The MAC-PHY rate matching function may delay the transfer of the frame to avoid simultaneous transfer of transmit and receive frames if required.

[image: img]

Figure 1 – Overview of PCS functions

Figure 2 compares the ITU layering with the IEEE layering by showing the relative positions of the γ and α(β) interfaces and the relevant architectural blocks. Some things to note include:

1) In [IEEE 802.3ah]-2004, the entire function of a bonded group (taking in/out frames, fragmenting/reassembly across multiple lines, encapsulating fragments on a line, etc.) is referred to as the PCS function. In Figure 2, two lines are shown being aggregated into the leftmost PAF function in both protocol stacks.

2) Since [IEEE 802.3ah]-2004 has only a single TPS-TC (it defines only 64/65-octet encapsulation as the TPS-TC), the TPS-TC function is abbreviated TC.

3) [IEEE 802.3ah]-2004 requires a rate matching function to provide an interface between the well-defined 100 Mbit/s Ethernet MAC and the variable rate aggregation function. The ITU protocol stack does not require the use of the standard Ethernet MAC, and thus, no rate matching function is required.

As shown in the diagram, the protocol stacks are very similar, but have terminology and architectural differences related to the historical terminology and architecture of the individual standards organization.

[image: img]

Figure 2 – Comparison of IEEE and ITU protocol stacks

5.4 Multiple bearers

For physical layers that support multiple bearers, the methods of this Recommendation can be applied to one or multiples of those bearers independently. As each bearer can independently carry individual fragments, multiple bearers can be aggregated across multiple lines. Multiple bearers on the same line should not be aggregated.

6 Exceptions to clause 61 of IEEE 802.3ah-2004

xDSL systems bonding Ethernet TPS-TCs, in accordance with this Recommendation, shall comply with clause 61 of [IEEE 802.3ah]-2004, except as specifically detailed in the remainder of the clause.

This clause details the exceptions to clauses 61.1 and 61.2 of [IEEE 802.3ah-2004], for generalizing the Ethernet bonding function, known as the PAF in [IEEE 802.3ah]-2004, to xDSL technologies beyond SHDSL ([ITU-T G.991.2], 2BASE-TL) and VDSL ([ITU-T G.993.1], 10PASS-TS).

This Recommendation does not specify the TC used for bonding. Clause 61.2 of [IEEE 802.3ah]-2004 defines a TC based on 64/65-octet encapsulation. However, other packet transfer mode (PTM) TCs are also supported by this Recommendation.

Clauses 61.5 through 61.10 are not applicable to this Recommendation.

6.1 Exceptions to clause 61.1 of 802.3ah-2004

Clause 61.1 provides an introduction and overview of the rest of clause 61. There is a general exception throughout clause 61.1 in that this Recommendation expands the scope of clause 61 beyond 10PASS-TS (VDSL) and 2BASE-TL (SHDSL). Throughout the descriptive text in clause 61.1.1, it should be noted that the specific references to 10PASS-TS and 2BASE-TL can be replaced with more generic references to multi-pair and physical layer systems as defined in this Recommendation.

6.1.1 Exceptions to clause 61.1.1 of 802.3ah-2004

Clause 61.1.1 applies with the previously noted generalization.

6.1.2 Exceptions to clause 61.1.2 of 802.3ah-2004

Clause 61.1.2 lists the objectives of Ethernet bonding as defined by [IEEE 802.3ah]-2004. This Recommendation includes the following added objective.

g) Operation of Ethernet multi-pair aggregation over xDSL technologies including ADSL, and future xDSL technologies.

6.1.3 Exceptions to clause 61.1.3 of 802.3ah-2004

Clause 61.1.3 compares the IEEE 802.3 architecture to the traditional xDSL architecture and applies as is.

6.1.4 Exceptions to clause 61.1.4 of 802.3ah-2004

Clause 61.1.4 overviews the entirety of clause 61. Only those clauses relevant to multi-pair operation are relevant to this Recommendation. The relevant clauses are 61.1.4.1.1 and 61.1.4.1.3. The other clauses of 61.1.4 are not relevant to this Recommendation.

6.1.5 Exceptions to clause 61.1.5 of 802.3ah-2004

Clause 61.1.5 provides examples of multi-pair Ethernet configurations. Although the examples use hardware registers specific to [IEEE 802.3ah], the multi-pair bonding examples and possibilities are general to this Recommendation as well.

6.2 Exceptions to clause 61.2 of 802.3ah-2004

This clause details the exceptions to clause 61.2 of [IEEE 802.3ah].

6.2.1 Exceptions to clause 61.2.1 of 802.3ah-2004

Clause 61.2.1 defines rate-matching procedures Ethernet-over-xDSL technologies when utilizing an existing Ethernet media access control. This clause is unchanged and is applicable whenever the system is using an IEEE 802.3-compliant MAC over an Ethernet bonding and/or TPS-TC technology as defined in this Recommendation.

6.2.2 Exceptions to clause 61.2.2 of 802.3ah-2004

Clause 61.2.2 describes the PME aggregation function (PAF) which performs the multi-pair aggregation function for Ethernet-over-xDSL technologies. The PAF is responsible for segmenting a frame as received from the higher layer into multiple fragments, and transmitting them to the TPS-TCs on the individual loops. It is likewise responsible for reassembling fragments, as received from the TPS-TCs on the individual loops, into frames and handing them to the higher layer.

The PAF is an optional layer in IEEE 802.3. When not implemented, or when the PAF function is disabled, there can be at most one pair in an aggregate, and the frames pass between the higher layer and the TPS-TC directly.

The primary exceptions to clause 61.2.2, when generalizing the Ethernet transport methods of [IEEE 802.3ah], are in the control mechanisms for provisioning and discovering which pairs are in the same aggregate group.

Clause 61.2.2.8.3 describes a set of registers for controlling the pairs in an aggregate group. These registers are:

1) Capability register. Used so that a management or control entity may read from the physical layer whether multi-pair operation is supported, and if it is, whether it is enabled.

2) PMI_Available_register. Used to indicate what loops could be placed in an aggregate group.

3) PMI_Aggregate_register. Used to indicate what loops are in what aggregate groups.

4) Remote_discovery_register. Used to automatically discovery what loops are connected to the same remote device.

5) Aggregation_link_state_register. Used to indicate link state to the aggregation and management layer.

The underlying support for these registers is provided by [ITU-T G.994.1] handshaking messages. The mapping of these register settings to [ITU-T G.994.1] handshaking mechanisms is explained in clause 61.4 of [IEEE 802.3ah], specifically for VDSL-based and SHDSL-based PHYs. Both this Recommendation and the IEEE 802.3ah-2004 standard utilize handshake codepoints defined in [ITU-T G.994.1]. Clause 8 of this Recommendation supplies more information on using handshake to determine aggregation groups.

The network side uses the PME_ID of each link in the bonding group to retrieve management data through Ethernet operations, administration, and maintenance (OAM) (clause 30/57 of [IEEE 802.3-2002]). Each [ITU-T G.994.1]capabilities list request (CLR) message shall include the 48-bit remote discovery register and the 32-bit PME aggregate register. The network side may derive the PME_IDs of each of the links in the bonding group by adding the links one-by-one to the bonding group during PME aggregation, and observing the change in the PME aggregate register with each addition. However, to allow parallel initialization of the links in the bonding group and, hence, to allow shortening of the bonding group initialization time, the remote side should also include the 5-bit PME_ID in each CLR message. Corresponding ITU-T G.994.1 codepoints are defined for the PME_ID as a supplement to clause 61 of [IEEE 802.3-2002].

6.2.3 Exceptions to clause 61.2.2.5

Clause 61.2.2.5 of [IEEE 802.3-2005] requires the receiving PCS to be able to handle a maxDifferentialDelay of 15000-bit times between the slowest link (i.e., link with the lowest net data rate) and the fastest link (i.e., link with the highest net data rate) in an N-pair bonding group. This allows to operate at a slowest link fragment size value (max. 512 octets) and at a fastest link speed value (max. 400/(N+3) Mbit/s) and at a speed ratio value (fastest to slowest net data rate ratio, max. 4:1), all close to their maximum allowed values, with the transmitting PCS assuring that:

(8 x slowest_link_fragment_size) x (speed_ratio) ≤ 15000

and in case the transceiver jitter does not significantly contribute to the differential delay to be handled by the receiving PCS. A low transceiver jitter is particularly achieved by [ITU-T G.992.1] (SHDSL) transceivers.

However, in the case of ADSL2plus and VDSL2, transceiver jitter is caused e.g., by buffering inside the transmitting or receiving transceiver (number of octets jitter), by symbol rate (1 symbol jitter = 250 μs), by sync symbols (1 symbol jitter = 250 μs), and by forward error correction (FEC) (KFEC octets jitter). Transceiver jitter is further increased by differences over the transceivers in the bonding group in interleaving delay (number of μs jitter) and processing time (number of μs jitter).

While [ITU-T G.992.3], [ITU-T G.992.5] and [ITU-T G.993.2] provide means to reduce the interleaving delay difference over the links in the bonding group down to some low value depending on granularity, these Recommendations do not define transceiver jitter bounds. The remaining transceiver jitter can be estimated as an additional differential delay (in bit times) at the receiving PCS up to about:

(KFEC x 8/slowest_link_net_data_rate + 500 μs) x fastest_link_net_data_rate

depending on whether or not the transceiver jitter is reduced by the receiving transceiver.

If such differential delay is input to a receiving PCS capable of handling only 15000-bit times of differential delay, then the net data rate of each link in the bonding group is limited between 0 and 25 Mbit/s, depending on the transmitting PCS's choice of maximum or minimum fragment size and speed ratio, respectively. To avoid such limitations on the net data rate of ADSL2plus or VDSL2 links, the receiving PCS should be able to handle the additional differential delay introduced by the transceiver jitter.

NOTE – For example, to support the full 100 Mbit/s aggregate net data rate for a 2-pair bonding group at a 4:1 speed ratio, the receiving PCS may need to be able to handle a total differential delay of approximately 65000-bit times, in case the receiving transceiver does not reduce the transceiver jitter.

6.3 Exceptions to clause 61.3 of 802.3ah-2004

Clause 61.3 of [IEEE 802.3ah] defines 64/65-octet encapsulation, which is the required TPS-TC for Ethernet bonding as defined in [IEEE 802.3ah]. However, this Recommendation does not define a specific TPS-TC required for the Ethernet bonding function. Therefore, clause 61.3 is not required for this Recommendation.

The operation of Ethernet bonding over two possible packet TPS-TCs is given in separate annexes – Annex A for 64/65-octet encapsulation, and Annex B for high-level data link control (HDLC) encapsulation. 64/65-octet encapsulation is the preferred packet TPS-TC for Ethernet bonding.

Although the TPS-TC for Ethernet bonding is not specified in this Recommendation, there are requirements on whatever packet TPS-TC is used for this bonding Recommendation. Multi-pair operation requires a bound on the differential latency experienced between pairs in an aggregated group. The encapsulation method chosen for a specific implementation shall result in traffic over the γ-interface meeting the restrictions of clauses 61.2.2.5 and 61.2.2.6.

The functional model of packet data transport is presented in Figure 3. In the transmit direction, the PTM entity obtains data packets to be transported from the application interface. The PTM entity processes each packet and applies it in a byte format to the γ-interface. The TPS-TC (PTM-TC) receives the packet from the γ-interface, encapsulates it into a special frame (PTM-TC frame) and maps into the physical media-specific TC layer (PMS-TC) frame (transmission frame) for transmission over the physical connection.

In the receive direction, the PTM-TC frame extracted from the received PMS-TC frame is directed into the PTM-TC. The PTM-TC recovers the transported packet and delivers it to the PTM entity via the γ -interface.

The PTM path-related OAM data, including information on errored packets, shall be presented to the TPS-TC management entity providing all necessary OAM functions to support the PTM-TC.
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Figure 3 – Functional model of PTM transport

In the transmit direction, the TPS-TC sublayer accepts data from the PTM Entity at the rate at which it can be processed by the TPS-TC sublayer, by asserting Tx-Enbl on the γ-interface. In the receiver direction, the TC sublayer pushes data to the PTM Entity by asserting Rx_Enbl on the γ-interface.

For Ethernet bonding, the PTM entity is the PAF (PME aggregation function).

7 Management

Management is an optional layer in IEEE 802.3 Ethernet, and is therefore an optional layer in Ethernet bonding. However, when a management layer is present, the following attributes are recommended for each bonded Ethernet port:

– Local aggregation capacity. The number of lines that may be aggregated by the bonding layer.

– Local lines available. The set of lines that may be put into this aggregate.Note that a line may appear to be potentially available to more than one aggregate port.

– Local lines aggregated. The set of lines that are currently in this aggregate.A line may be in at most one aggregate at a time.

– Local aggregate bandwidth. The current bandwidth of the aggregate Ethernet port (sum of the transmit data rates of the individual lines in the aggregate).

The following attributes are additionally recommended for the STU-C, and reflect (at the STU-C) the above attributes of the STU-R.

– Remote aggregation capacity. The number of lines that may be aggregated by the bonding layer at the peer port of the STU-R.

– Remote lines available. The set of lines that may be put into this aggregate at the peer port of the STU-R. Note that a line may appear to be potentially available to more than one aggregate port.

– Remote lines aggregated. The set of lines that are currently in this aggregate at the peer port of the STU-R. A line may be in at most one aggregate at a time.

– Remote aggregate bandwidth. The current bandwidth of the aggregate Ethernet port (sum of the transmit data rates of the individual lines in the aggregate) at the peer port of the STU-R. This is equivalent to the sum of the receive data rates at the STU-C.

These management parameters echo those defined for the aggregation entity of [IEEE 802.3ah]-2004 (See clause 30.11 of [IEEE 802.3ah]).

8 Handshake

Clause 61.4 of [IEEE 802.3-2005] defines the handshake operation for the IEEE standards 2BASE-TL and 10PASS-TS. That clause defines handshake procedures for discovering which pairs are provisioned in which aggregate groups using the PME aggregation and PME aggregation discovery codepoints of the IEEE handshake tree.

The procedures of that clause are followed in this Ethernet bonding Recommendation with the following exceptions:

– There is no "PAF enable" parameter as described in clause 61.4 of [IEEE 802.3-2005]. That parameter is used to define whether bonding is performed. As this Recommendation references bonded operation only, that parameter is not required.

– The "PME identification" Spar(2) bit indicates that PME identification is included in the CLR message. The corresponding Npar(3) field contains the five-bit value (0 to 31) of the PME ID.

– The "BACP support" NPar(2) bit indicates support for the bonding allocation control protocol (BACP) protocol specified in Annex C. If this bit is set to ZERO in the CLR or capabilities list (CL) message, then the bit shall also be set to ZERO in the mode select (MS) message. If this bit is set to ONE in both the CLR and CL message, then this bit shall also be set to ONE in the MS message.

– Table 2 describes the meaning of the "BACP support" bit in the MS message.

Table 2 – Interpretation of MS message bits for BACP







	BACP support

	Meaning




	0

	Use the ITU-T G.994.1-based discovery/aggregation. Do not use BACP discovery/aggregation/management.




	1

	Use BACP for discovery/aggregation/management. Do not use ITU-T G.994.1-based discovery/aggregation.





Unlike the handshake operations of [IEEE 802.3-2005], this Recommendation defines the bonding layer to operate independently of the TPS-TC. Each line may select its TPS-TC independently of the others, as long as the maximum differential latency of the pairs is maintained as specified in this Recommendation.

NOTE – This Ethernet bonding Recommendation uses the PME aggregation and PME aggregation discovery codepoints in [ITU-T G.994.1]. The definition of these variables is in clause 45.2.3.20 (PME aggregation) and 45.2.6.8 (PME aggregation discovery) of [IEEE 802.3-2005]. The transactions used to exchange these codepoints (e.g., "Get", "Set if Clear", "Clear if Same") are defined in clause 61.4 of [IEEE 802.3-2005]. An example of the aggregation discovery procedure is contained in clause 61A of [IEEE 802.3-2005].

9 Intentional temporary shutdown of some bonded lines

Customer premises equipment (CPE) with bonded DSL may temporarily shut down some lines in a bonded group of lines while keeping at least one other line of the group in operation. This could be done to reduce the power consumption of the CPE to extend the operating duration of a backup battery or to conserve energy during idle periods. The normal procedure for orderly shutdown of a DSL line may be used and later the DSL startup procedure may be used when all lines need to be active. The orderly shutdown procedure for VDSL2 is specified in clause 11.2.3.9 of [ITU-T G.993.2] and for ADSL2/2plus in clauses 9.5.3.1 and 9.5.3.5 of [ITU-T G.992.3]. When a portion, but not all, of the lines in a bonded group is shut down using the orderly shutdown procedure and later their operation resumes, the bonded group shall remain in service, without interruption of transmission. Furthermore, the service management function for the DSL access multiplexer (DSLAM) or the associated element management system (EMS) may need to be aware of the intentional shutdown of some lines so as to avoid unnecessary service alarms due to the resulting reduced bit-rate of the bonded DSL group.

A service alarm should be reported if all lines in a bonded group are shut down or if a line has a disorderly shut down.

For [ITU-T G.991.2], the behaviour in this situation is for further study.




* T1 standards are maintained since November 2003 by ATIS.

1 Bit domains and physical clock domains do not necessarily coincide. The TC sublayer receives as clock signal from the PMA via the α(β)-interface, and a clock signal from the optional PAF or the MAC-PHY Rate Matching function via the γ-interface. The TC provides matching between the two clock domains.



Annex A

Ethernet bonding with 64/65-octet encapsulation
(This annex forms an integral part of this Recommendation.)

Clause 61.3.3 of [IEEE 802.3ah] specifies 64/65-octet encapsulation. This Recommendation shall be used in combination with the 64/65-octet encapsulation PTM-TC as defined in the individual ITU-T DSL transceiver Recommendations ITU-T G.99x-series. The normative references to clause 61.3.3 of [IEEE 802.3ah]are made in the applicable ITU-T Recommendation.

NOTE – Clause 61.3.3.3 defines the 64/65-octet transmission convergence – cyclic redundancy check (TC-CRC) size. This may be either 16-bit or 32-bit depending on the error correcting capabilities of the underlying technology. The cyclic redundancy check (CRC) requirements are defined in the PTM-TC section of the applicable ITU-T Recommendation.



Annex B

Ethernet bonding with HDLC encapsulation
(This annex forms an integral part of this Recommendation.)

The specific normative requirements for HDLC encapsulation are contained in the applicable ITU-T Recommendation for the underlying transport technology.



Annex C

Frame-based protocol for discovery/aggregation and link management
(This annex forms an integral part of this Recommendation.)

This annex describes a frame-based protocol, referred to as the bonding aggregation control protocol (BACP) that exchanges information allowing two systems to control which PMEs are mapped to which PAFs in a simple and seamless manner. In this annex, a "system" is defined as a piece of equipment, such as a DSLAM or a CPE device, associated with a set of PAFs and PMEs. This protocol is used in lieu of the [ITU-T G.994.1] discovery/aggregation process defined in clause 8.

This protocol is backward compatible with existing Ethernet bonding implementations and standards.

C.1 Bonding control architecture

The bonding control architecture is shown in Figure C.1. A bonding control engine (BCE) sends and receives BACP data units (BACPDUs). The BACPDUs are Ethernet frames that are transmitted and received through a standard PAF function. A mux function between the MAC and MII interface is required to insert and remove BACPDUs into the data path. BACPDUs are identified by the headers of the Ethernet frame as discussed in clause C.4.

NOTE – Architecturally the BCE is in a bonding control sublayer (BCS) similar to the Ethernet OAM sublayer shown in Figure 57-3 of [IEEE 802.3-2005].
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Figure C.1 – Bonding control architecture

The bonding control engine uses BACPDUs to exchange information with a BCE on a remote system. The information in these frames is then used by the BCE to control the flexible cross-connect shown in Figure C.1, mapping specific PMEs to specific PAFs. All PMEs on which BACP is enabled are 'PAF enabled', meaning that the PAF function is always in use, and the PME carries fragments rather than full Ethernet frames. This ensures that the BCE simply controls the flexible cross-connect, and does not have to change encapsulations on the PMEs.

Because the BCE essentially moves PMEs from one PAF to another, systems that implement BACP should be careful in that moving PMEs from PAFs that are carrying user (higher layer) data, such as an Internet service, since they would have a clear effect on that service. Implementations should take care in protecting higher layer services as the protocol operates and PME aggregation or removal occurs.

To achieve seamless insertion and removal of PMEs into a bonded group, the cross-connect and PAF must support the ability to separately control the receive and transmit connectivity between a PME and a PAF. For example, it must (temporarily) be possible for a PME to be mapped to a PAF receive (reassembly) process, but not to the PAF transmit (segmentation) process.

It is also assumed that the BCE has knowledge of when PMEs are activated and deactivated. Once a PME is activated (i.e., able to transmit and receive fragments), BACP can be used to control to which PAF the PME is connected, and provide smooth transitions of a PME into or out of a PAF.

Because BACP uses standard Ethernet frames transmitted through the PAF, the BCE does not control over which PME(s) the BACPDUs are sent. Thus BACP cannot be used for per-PME link monitoring.

C.2 Operational overview of bonding aggregation control protocol

This clause provides an overview of the operational behaviour of the BCE and BACP protocol. Additional details are supplied in later clauses.

C.2.1 Group identification and bonding eligibility

To determine which PMEs are eligible to be aggregated with other PMEs, a system assigns a group ID (GID) to each PME. The GID parameter is specified in clause C.3.1.1.

Two PMEs are eligible to be aggregated if they have the same GID on both systems to which they are attached. Specifically, if the GIDs associated with PME1 on the local system and remote systems are G1local and G1remote, respectively, and if the GIDs associated with PME2 are G2local and G2remote, then PME1 and PME2 are eligible to be aggregated if G1local = G2local and G1remote = G2remote. In the typical environment, a CPE device would assign the same GID to all of the PMEs attached to it, in order to assert that all of its PMEs should be in the same bonded group.
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Figure C.2 – Group eligibility example

An example of determining group eligibility is given in Figure C.2. In this example, the top two PMEs both have GIDs of (1, 100), and are thus eligible to be aggregated. The bottom two PMEs have unique GIDs ((2, 1000) and (3, 1000)) and are thus not eligible for aggregation with any of the other PMEs.

If each system uses a single GID across all PMEs, then all PMEs among the systems will be eligible to be aggregated together. Alternatively, "fixed" aggregation groups could be configured (most likely on a central office (CO) system), each with their own GID. For example, PMEs 1-4 could be given one GID, PMEs 5-8 a different GID, and PMEs 9-15 yet a different GID. The system would then ensure that no aggregation can occur across PMEs in these three different groups based on this GID assignment policy. These are expected to be two common methods of using the GIDs.

Management operations can be used to configure group eligibility by means of the GID based on local policy and configuration.

GIDs define group eligibility. GIDs do not define actual bonding groups. Group makeup is determined by the current connectivity of the cross-connect and the PME status. PMEs with different GIDs shall never be connected to the same PAF. PMEs with the same GID may be connected to different PAFs.

C.2.2 PME identification

The PMEs require identification within two different contexts for BACP: within the group ID context (eligibility to be a member of a bonding group), and within the PAF context (role as actual member of a bonding group).

The PME identification (PME ID) parameter identifies the PME within the context of a particular PAF. It is specified in clause C.3.1.3. PME identification is required for multiple reasons, e.g., when adding/removing PMEs from an aggregate it is vital that the correct PME be identified for that operation. In case the implementation supports IEEE 802.3 clause 57 OAM, and when the implementation desires to retrieve statistics or status on a particular PME within an aggregate, the PME ID is required to access the information on a particular PME. In this context, the PME ID is an integer in the range 0..31, and identifies which of the 32 potential PMEs in this aggregate the OAM request is targeting.

The stream ID is an identifier that is unique within a group ID (i.e., PMEs with the same GID). The stream ID parameter is specified in clause C.3.1.2. Each PME is assigned a stream ID that uniquely identifies that PME within that group ID. The use of the stream ID allows group eligibility to extend beyond 32 streams. This is important in the following respect. Although any PAF is limited by this Recommendation (and IEEE 802.3) to at most 32 streams in a PAF, many implementations in the market allow those 32 streams to be selected from a much larger set. For example, a line card may have 48 ports and any of those ports could be aggregated with any other (up to at most 32 in any one PAF). Or a system may support hundreds of ports with a centralized bonding capability such that any stream can be aggregated with any other. Generalized discovery across a large number of potential streams is supported in BACP via the combination of the group and stream identifiers. This is useful for systems that are supposed to be plug-and-play interconnectable in a true grid network (e.g., on enterprise or campus scale) and where group eligibility is not restricted through network operator configuration to a maximum of 32 pairs.

C.2.3 PME and PAF initialization

PMEs are initialized as the only PME in their PAF. When the PAF is able to transmit and receive fragments, the bonding control engine can begin the transmission of BACPDUs that advertise the local GID, PME ID and stream ID for that PME through the PAF for that PME. BACPDUs are transmitted through every PAF on which the protocol is enabled as specified in clause C.3.2.5. When the BCE receives a BACPDU on a single-PME PAF, it knows the GID, PME ID and stream ID for that PME as defined by the remote system. This allows the local BCE to determine the group eligibility for that PME (e.g., can this PME be aggregated into some other PAF). This absolute PME identification mechanism requires that the size of a newly initialized PAF be limited to a single PME.

After determining eligibility, the BCE may decide to initiate a PME transfer to another PAF. A PME transfer allows a PME in a single PAF to be transferred seamlessly to another PAF. The BCE is not required to initiate a PME transfer, and can reject or postpone a transfer request from a remote system.

For example, a BCE may decide not to initiate a PME transfer because the desired target PAF already has a sufficient number of PMEs. This may be because of a physical limit of the PAF (e.g., it only supports 4-pair bonding and already has 4-pair in it), or because of a logical limitation (it was provisioned to only allow 4-pair in a PAF and the target PAF has 4-pair already). Other reasons a BCE may not initiate a PME transfer request after determining that the PME is eligible include that the PME is not of sufficient quality (too many errors), the PME is not of sufficient bandwidth (would violate the 4x rate differential), or that differential delay with other PMEs in the target PAF would be too great (violate the differential delay requirements of a bonded group).

It is up to the local BCE policies to determine if a BCE transfer should be initiated, and up to the remote BCE policies to accept and progress a transfer request.

C.2.4 Transferring a PME from a single-PME PAF to an existing PAF

Transferring a PME from one PAFto another PAF is a seamless process in which no data loss is incurred on the target PAF, but which can only be executed for a source PAF that is a single-PME PAF. The source PAF will of course lose its only PME. The source PAF PME is expected not to be carrying data traffic, but if it is, then that data traffic will all be dropped once the PME transfer begins.

The following process outlines the procedure for transferring a PME from its single PAF to another PAF that has one or more existing PMEs. Within the scope of the source and target PAF, PMEs and streams have a one-to-one mapping. By transferring a PME, only the one related stream is transferred. Other streams carried on the same transceiver but aggregated through other PAFs remain unaffected by this process.

1) The BCE decides to initiate a transfer of PME A in PAF X (a single-PME PAF) to PAF Y (which already has one or more PMEs).

2) The BCE selects a PME ID for the PME A within the target PAF Y. The BCE then transmits a BACPDU indicating the selected PME ID (as well as other parameters) through the target PAF Y. The BCE waits for the far end to acknowledge the local PME ID selection, and acknowledges the far end PME ID selection. At this point, both systems have selected a PME ID that is applicable to the target PAF Y, and both systems have received the selected PME ID from the remote system.

3) When the PME IDs have been exchanged and confirmed through PAF Y, the BCE disconnects PME A from its current PAF X. At this point, no frames will be transmitted through PAF X. This is signalled to the remote system via a BACPDU transmitted through PAF Y, and the local system waits for the confirmation that the remote system also has disconnected PME A.

4) Once both sides have disconnected PME A from the transmit path of any PAF, the receive side can be switched to PAF Y. When the local system has switched the receive path to PAF Y, it signals this status change via a BACPDU transmitted through PAF Y. At this point, PME A is ready to receive traffic on PAF Y, but neither side is transmitting on it.

5) After the local system receives confirmation that PME A is connected to the receive path of PAF Y on the remote system, it is free to connect PME A to the transmit path of PAF Y.

At the end of this process, PME A is connected to PAF Y both locally and remotely. And because the receive path was activated before the transmit path was activated, there was no data loss on PAF Y because of the addition of PME A.

C.2.5 Transferring a PME from an existing PAF to a single-PME PAF

Transferring a PME from a PAF with multiple PMEs is basically the reverse of the earlier process for adding a PME. The PME is transferred from its existing PAF to a PAF in which it is the only PME.

Transferring a single PME out of an existing PAF is a seamless process in which no data loss is incurred on the current PAF if the offered traffic rate is supported by the remaining PMEs. Within the scope of the source and target PAF, PMEs and streams have a one-to-one mapping. By transferring a PME into a newly created PAF, only the one related stream is transferred. Other streams carried on the same transceiver but aggregated through other PAFs remain unaffected by this process.

The following process outlines the procedure for removing a PME from an aggregate PAF to its single PAF:

1) The BCE decides to initiate a transfer of PME A out of PAF Y (which has two or more PMEs) to an empty (no PME) PAF (PAF X).

2) The BCE disconnects PME A from the transmit path of PAF Y, and signals this status change to the remote BCE on PAF Y. The PME A remains connected for the receive path of PAF Y.

3) When the BCE receives confirmation from the remote side that it also has disconnected the transmit path for PME A in PAF Y and that the remote side has received the notification sent by the local BCE, the BCE disconnects the receive side of PME A from PAF Y and connects the transmit and receive paths of PME A to an empty PAF (PAF X).

4) The BCE signals the remote BCE on PAF X that the transmit and receive paths have been connected to PAF X.

5) When the BCE receives confirmation that the remote side has also connected PME A to PAF X, and that the remote side has received the notification sent by the local BCE, then PME A has been successfully transferred into its own PAF.

NOTE – If the transfer was initiated because the PME has excessive errors on the related stream, such confirmation may not be received. If the transceiver is to be reinitialized, other streams carried on the same transceiver should be transferred to a single-PME PAF first to maintain seamlessness.

At this point, PME A has been seamlessly removed from PAF Y and transferred into its own single-PME PAF X.

C.3 Protocol operation

The following clauses describe BACP operation in more detail.

C.3.1 Protocol variables and attributes

This clause identifies the primary variables and attributes of BACP. These attributes control the operation of the protocol, and the variables are communicated via BACPDUs. These parameters are necessary only within the context of this protocol. PMEs that are not eligible to be bonded, or PMEs on which this protocol is not enabled, do not require these parameters to be configured.

C.3.1.1 Group ID

The group ID (GID) is a universally unique 6-octet identifier assigned by each system that identifies a set of PMEs which are eligible to be aggregated on the local system. When two PMEs have the same GID on a system, they are eligible to be aggregated on that system.

Clause C.2.1 describes how GIDs can be used to determine group eligibility. This value is initialized by management.

The GID of a PME shall not be changed while that PME is aggregated with any other PME. The GID may be changed while the PME is in a single-PME PAF, either during BACP initialization (clause C.3.2.1) or after a PME has been transferred out of a bonded group (clause C.3.2.3).

If a transceiver carries multiple logically separated data streams over the gamma reference point (e.g., in the case of dual latency operation), then each of those streams shall be assigned to a different GID.

C.3.1.2 Stream ID

As discussed in clause C.2.2, the stream ID is a 2-octet identifier that uniquely identifies a particular PME within a group ID (i.e., PMEs with the same GID). A group + stream ID is required for each PME under the control of this BCE. Each stream is assigned a stream ID that uniquely identifies that stream within its group ID, so the combination of GID and stream ID is a universally unique identifier for that PME. The allocation of the stream ID values is implementation-specific and no particular structure is specified.

The stream ID shall not be changed while that PME is aggregated with any other PME. The stream ID may be changed while the PME is in a single-PME PAF, either during BACP initialization (clause C.3.2.1) or after a PME has been transferred out of a bonded group (clause C.3.2.3).

If a transceiver carries multiple logically separated data streams over the gamma reference point (e.g., in the case of dual latency operation), then each of those streams may be assigned the same or a different stream ID.

This value is initialized by management.

C.3.1.3 PME ID

The PME ID is an integer in the range 0..31, and identifies a particular PME out of the 32 potential PMEs in a PAF. This is the same value that would be used by IEEE 802.3 clause 57 OAM to retrieve statistics or status on a particular PME within an aggregate. This relative PME identifier (e.g., an identifier that has context only within a particular PAF) is referred to as the PME ID.

This value is initialized by the BCE when the PME is selected to be mapped or moved to a specific PAF, and this value identifies this PME within the PAF over which the BACPDU is sent or received.

The allocation of the PME ID values is implementation-specific and no particular structure is specified.

If a transceiver carries multiple logically separated data streams over the gamma reference point (e.g., in the case of dual latency operation), then each of those streams may be assigned the same or a different PME_ID.

C.3.1.4 PME status

Each of the 32 potential PME positions within a PAF (representing PME IDs 0 to 31) has an associated PME status value. The valid PME status values are:

– Unknown (0):Information about this PME is not yet known.

– Unassigned (1): The PAF does not have a PME in this position.

– Assigned (2): The PME has been assigned a PME ID for the PAF but is not connected to the PAF in either the transmit or receive direction.

– Moving (3): The PME is in the process of moving into this PAF. It is currently not connected to any PAF on the local side, and BCE is awaiting confirmation that the PME is not connected to any PAF on the remote side.

– RxOnly (4): The PME is connected to the advertising PAF reassembly process, but is not connected to the transmit path of any PAF.

– TxRx (5): The PME is fully connected to the transmit and receive paths of the advertising PAF. This is the normal fully operational status.

The local PME status shall not take the value "Unknown". Only the remote PME status may take the value "Unknown" when the local BCE has not yet received information from the remote BCE on the PAF, which is then to be resolved through a type length value (TLV) exchange.

The PME status is carried in a 4-bit field as an unsigned integer (e.g., RxOnly(4) is carried as 0100).

C.3.1.5 PME status array

The PME status is advertised as an array of 32 4-bit fields (16-octets) in the PME status array field of the local info TLV. The PME ID for a specific PME is used as the index into this array to identify the status of that specific PME. See Figure C.3.
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Figure C.3 – PME status array

C.3.1.6 Remote group ID

Each PAF has a remote group ID. The remote GID is the GID value in the local info TLV most recently received from the remote BCE on that PAF. This value is included in the remote group ID field of the remote info TLV in each BACPDU transmitted on that PAF.

C.3.1.7 Remote stream ID

Each stream under the control of the BCE has an associated remote stream ID. The remote stream ID is the stream ID value in the assignment TLV from the remote BCE for this stream as discovered during the Initialization process. When an assignment TLV is received from a remote BCE, the association between the remote stream ID and local stream ID is stored. The BCE must be able to associate the PME ID received in that assignment TLV and the PAF over which it was received with that remote stream ID.

Thus, from just its local stream ID, the BCE can associate a remote stream ID, the PME ID of that stream as identified by the remote system, and the PAF in which that stream is aggregated.

C.3.1.7.1 Remote PME ID

Each stream under the control of the BCE has an associated remote PME ID. The remote PME ID is the PME ID value in the assignment TLV most recently received from the remote BCE for this stream. When an assignment TLV is received from a remote BCE, the association between the remote PME ID and local stream ID is stored.

C.3.1.8 Remote PME status array

Each PAF has an associated remote PME status array. This array reflects the status of the PMEs as last communicated by the remote BCE and received by the local BCE. The remote PME ID for a specific PME is used as the index into the remote PME status array to identify the remote status of that specific PME.

C.3.2 Protocol operation

C.3.2.1 BACP initialization

Each PME shall be initialized into a PAF with only that PME. The local BCE has no preceded information about the remote BCE, and BACP itself provides the discovery process.

BACP initialization is described below. At the completion of the BACP initialization phase, the local BCE knows the stream ID, group ID and PME ID used by the remote BCE for each PME in the initialized PAF. At the completion of the BACP initialization,data flow can begin immediately on the PAF.

The BACP initialization process happens separately for each PME. There is at most one initialization happening on a PAF because the PMEs are initialized as a single-PME PAF, and multiple PAFs may be initialized in parallel.

A PME is initialized into its own PAF as the only PME in that PAF. The PME's initial local status is TxRx and its remote status is Unknown with that PAF and BACPDUs can be sent through the PAF over that single PME. The BCE transmits BACPDUs over that PAF until it receives BACPDUs from the remote entity that confirm it has received the local information. Each BACPDU frame contains the local information to be communicated to the remote BCE, as well as a copy of the latest received information from the remote BCE, so that the remote BCE can confirm that the local BCE has received its information.

Whenever there is a PME in the Initialize or WaitForInitConfirmation state, the assignment TLV must be included in the BACPDU for that PME. The local TLV includes the group ID and the assignment TLV includes a stream ID and PME ID for the single PME. The group ID and stream ID are critical to the protocol operation as their combination is the only constant identifier for this stream in a multi-PME PAF. While a PME is being moved from one PAF to another (as defined in clauses C.3.2.2 and C.3.2.3), neither the group ID nor the stream ID is allowed to change as they are used to identify which PME is being moved. Only while a PME is part of a single-PME PAF, may its group ID and stream ID be changed (resulting in sending TLVs to notify the far-end BCE).

Whenever an assignment TLV is received in a single-PME PAF, the BCE must store the relationship between the stream ID and that PME. The stream ID might be received in BACPDUs on any PAF, and the local BCE must be able to associate the stream ID with this PME.

In the following state machines, [X,Y] is used to represent the local information about the PME status, where X is the current local status of the PME, and Y is the most recently received status of the PME on the far end. For example, [TxRx, Unknown] represents when the local system has the PME connected to its PAF in both the transmit and receive directions, and it has not yet heard the status of the PME on the remote BCE.
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Figure C.4 – Single-PME PAF state machine

The operation Tx BACPDU[TxRx,Unknown] represents that the local BCE is transmitting BACPDUs with the PME status information [TxRx,Unknown] for the single PME in this PAF. In the BACPDU, other local PME status values are set to Unassigned and other remote PME status values are also set to Unknown. The transitions Rx BACPDU[TxRx,TxRx] occur when the local BCE receives a BACPDU with the PME status information [TxRx,TxRx].

The target state for this phase is for the PME to be in the EligibleForAggregation state. At this point, the BCE is free to transition the PME into another PAF.

C.3.2.2 PME transfer into a bonded group

Transferring a PME into a bonded group consists of taking the PME through a series of phases, where each phase is complete when both the local and remote sides have confirmed, and received confirmation, that the status transition has been accomplished.

All referenced BACPDU transmissions occur on the target PAF to which the PME is being transferred.

C.3.2.2.1 Assigning a PME ID for the stream on the target PAF

Once the BCE decides to transfer a PME to a specific target PAF, the PME ID for that PME within the target PAF must be assigned and communicated with the remote BCE.

Whenever a BCE transmits a BACPDU with the local PME status of Assigned, an assignment TLV must also be included. This TLV contains the stream ID of the transferring PME as well as the relative PME ID for that PME with this target PAF.

Whenever a BCE receives an assignment TLV, it stores the relationship between the stream ID and PME ID as indicated by the remote BCE. The inclusion of the stream ID by the remote BCE allows the local BCE to know which PME the remote BCE is trying to transfer to this PAF. The local BCE can then find that PME and continue the PME transfer process if desired.
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Figure C.5 – PME ID assignment state machine

This assignment process is complete when the BCE has received confirmation that the remote system has received its transmitted assignment TLV information.

C.3.2.2.2 Disconnecting the PAF from the single-PME PAF

Once both the local and remote BCEs know the target PME to be moved as well as how that PME shall be identified within the target PAF, the BCE can begin to move the PME to this PAF. The first step in this process is for both the local and remote systems to disconnect the PME from its current PAF. Once the PME is disconnected locally from the local PAF, the PME moves to the DisconnectingPME state. This process is shown in Figure C.6.
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Figure C.6 – PME disconnect state machine

Disconnecting the PME from the single-PME PAF is complete when the BCE has received confirmation that the remote system received the locally transmitted status information. At this point the PME is in the PMEDisconnected state.

C.3.2.2.3 Connecting the PME Rx to the target PAF

Once the PME has been disconnected from its previous PAF, the PME can be attached to the receive path of the target PAF. This basically sets up the receive process for this PME before the transmit process is established. By doing so, the PME transfer can be made in a seamless manner. Once the BCE locally connects the PME receive path to the target PAF, the PME can transfer into the ConnectingPMERx state. The process is shown in Figure C.7.
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Figure C.7 – PME Rx connect state machine

Connecting the PME receive path to the target PAF is complete when the BCE has received confirmation that the remote system received the locally transmitted status information and has performed a similar connection.

C.3.2.2.4 Connecting the PME Tx to the target PAF

The final phase of the PME transfer is enabling the transmit path on the target PAF for the transferring PME. The BCE begins the process by locally connecting the transmit path of the PME to the target PAF. It then signals this change to the remote BCE and awaits confirmation that the remote BCE has made a similar connection and received the status information transmitted by the local BCE.
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Figure C.8 – PME Tx connect state machine

Connecting the PME transmit path to the PAF is complete when the BCE has received confirmation that the remote system received the locally transmitted status information.

C.3.2.3 PME transfer out of a bonded group

This clause details the process for seamlessly removing a PME from a bonded group. As with the process of transferring a PME into a bonded group, the basic philosophy is that the local BCE takes an action, communicates that action to the remote BCE via the status array in BACPDU, and waits for the remote BCE to acknowledge that change and make a similar change.

C.3.2.3.1 Disconnecting the PME Tx from the current PAF

The first step in transferring a PME out of an existing PAF is to disconnect the transmit path of the PME from the existing PAF so that data no longer flows over this PME. Once the PME is locally disconnected from the transmit path of the PAF, the BCE enters the DisconnectingPMETx state for this PME and follows the state machine of Figure C.9.
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Figure C.9 – PME Tx disconnect state machine

At the end of this phase, the PME transfer path is not connected to any PAF.

C.3.2.3.2 Disconnecting the PME Rx from the existing PAF

Once the PME is no longer connected to any transmit path, the BCE can switch the receive path from the existing PAF to any 'empty' PAF. This is actually done in two parts – disconnecting the PME receive path from the current PAF, and then re-connecting it to a new (empty) PAF. For the disconnect process, the BACPDUs are transferred over the existing PAF, where the PME is switched from the RxOnly status to the Unassigned status. Once this status change has been communicated and confirmed on the existing PAF, the PME is no longer in the PAF. This is shown in Figure C.10.
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Figure C.10 – PME Rx disconnect state machine

When this phase is complete, the PME is not connected to any PAF. In particular, the PME ID associated with the removed PME is no longer in use or relevant in the PAF from which it was removed, and that PME ID may be used for other purposes.

A PME shall not be disconnected if it is part of a single-PME PAF.

C.3.2.3.3 Connecting the PME to an empty PAF

Connecting the PME to an empty PAF consists of the BCE connecting the PME to the receive and transmit paths of any empty PAF, and starting with the initialization process as if this PME was just initialized into a single-PME PAF (clause C.3.2.1).

C.3.2.4 Termination

If the transceiver associated with a PME which is a member of an active PAF reinitializes, then after a vendor-discretionary timeout, the PME status shall be changed to "Unassigned" (i.e., removal from the active PAF, with notification TLVs sent to the far end BCE) and BACP initialization shall occur for this PME as specified in clause C.3.2.1. If the PME is able to transmit and receive fragments and the remote PME status has not been changed to "Unassigned" within the timeout period, then the local PME status remains as TxRx, without BACP reinitialization. To minimize data loss, the PAF should not send fragments to this PME while the PME is not able to transmit fragments on the line.

C.3.2.5 BACPDU re-transmissions and frequency

It is the responsibility of the BCE to ensure that all status changes are acknowledged by the remote BCE. If a BCE does not receive an acknowledgement of a transmitted status change, it should re-transmit that status several times until it becomes acknowledged, or until the BCE gives up on making that transition.

It is recommended that, by default, a BCE retransmit three times and provide a window of one second for an acknowledgement to be received.

There is no requirement to transmit BACPDUs when the local and remote BCEs have synchronized information. BACPDUs need only be exchanged to synchronize status change information.

The local BCE shall send a BACPDU only when its local status changes (to indicate that local status change to the remote end) or when it receives a BACPDU with changed remote status (to indicate to the remote end it knows about that remote status change) or when the remote status is Unknown.

C.4 Bonding aggregation control protocol frame formats

The bonding control engine transmits and receives frames over a PAF via the standard MII interface to the PAF as shown in Figure C.1. Bonding aggregation control protocol PDUs must therefore conform to the standard definition of an Ethernet frame.

This clause describes the format in which BCEs communicate information in the BACPDUs.

C.4.1 Slow protocol format

BACPDUs are in fact an instance of an IEEE 802.3 slow protocol (see Annex 43B of [IEEE 802.3-2005]). ITU has been allocated an organizationally unique identifier (OUI), and BACP is a subtype allocated from that ITU OUI. BACP frames are subject to pause frames, i.e., stop and resume their transmission with pause frames just like other data or protocol traffic.

It is the responsibility of the BCE to ensure that the BACPDUs conform to the transmission rate requirements of slow protocols. No more than ten BACPDUs can be sent over any PAF in one second. BACPDUs can, in general, be sent immediately upon status changes as reflected in the earlier state descriptions, but must still overall live within the ten BACPDUs-per-second limitation imposed by the slow protocols encapsulation.

The BACPDU frame content is shown in Figure C.11. A BACPDU shall be padded to meet the minimum frame size restrictions for Ethernet frames.
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Figure C.11 – Generic BACPDU content

BACPDUs consist of a fixed BACPDU header followed by a variable number of TLVs. A more detailed look at the BACPDU header is given in Figure C.12.
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Figure C.12 – BACP header – Slow protocols subtype

The fields in the BACP header (beyond the fixed MAC header) are:

– BACP version. The BACP version number must be set to 0x01 on transmit. BACP frames received with version numbers other than 0x01 must be discarded.

– BACP timestamp. The BCE may choose to timestamp some or all BACPDUs. When timestamps are not in use, this field is all zeros (0x00000000). When timestamps are in use, this field contains the value of a local clock expressed in 0.1-ms units.

Each TLV contains a one-octet type field and a one-octet length field, followed by the value parameter. The length field includes the length of the entire TLV, including the type and length fields. The rules for processing TLVs are as follows:

1) Detection of the TLV type NULL TLV indicates that there are no additional TLVs to parse. The length and value of the NULL TLV can be ignored.

2) Other TLVs with lengths 0x00 or 0x01 must be ignored and considered invalid. The BACP frame should be considered to have no additional TLVs after the detection of a TLV of length 0x00 or 0x01.

3) TLVs with unknown types should be ignored.

4) If the length of the TLV is less than expected for a known type, the TLV should be ignored.

5) If the length of a TLV is greater than expected for a known type, the TLV is assumed to have been extended and the expected fields of that TLV can be processed in the expected locations. The data in the area greater than the expected length but less than the actual length can be ignored.

6) If a length field indicates that the TLV extends beyond the length of the actual frame, the TLV should be ignored and the frame discarded.

The TLV types defined in this annex are given in Table C.1. A BACPDU shall contain, at a minimum, a local info TLV and a remote info TLV and shall be terminated by a NULL TLV.

Table C.1 – Defined TLV types









	TLV type

	TLV name

	TLV length

	TLV description




	0x00

	NULL TLV

	0

	End-of-TLVs marker.




	0x01

	Local info TLV

	24

	Contains the status of all PMEs related to this PAF as well as the group ID for the PME as known by the transmitting BCE.




	0x02

	Remote info TLV

	24

	This TLV contains a copy of last received local info TLV from the remote BCE (thus reflecting a copy of the information back to the remote BCE, allowing the remote BCE to confirm that its information had been received).




	0x03

	Assignment TLV

	8

	Contains the stream ID and PME ID for this PME. The stream ID has context across all PAFs, while the PME ID is relative only to the current PAF.




	0xFF

	Organization-specific TLV

	N/A

	Organization-Specific TLV.





C.4.2 BACP TLVs

This clause details the format of the TLVs that may be contained in a BACPDU. If a remote GID, a remote PME ID or a remote stream ID is not known, then that field shall be set to all ones.

C.4.2.1 NULL TLV

The NULL TLV is used to indicate that this is the last TLV in the BACPDU. TLV processing for the frame terminates when this TLV is processed. There is no length or value field for this TLV.

The NULL TLV is required in every BACPDU. BACPDUs without NULL TLVs should be discarded.

C.4.2.2 Local info TLV

The local info TLV contains two pieces of information as known by the local (transmitting) BCE: the group ID (see clause C.3.1.1) and PME status array (see clause C.3.1.5). These are, respectively, 6-octet and 16-octet fields.
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Each PME known to this PAF has its status reflected in the PME status array. The PME assigned PME ID 'n' has its status carried in the nth location of the PME status array (n = 0..31), where each location identifies a 4-bit status field.

C.4.2.3 Remote info TLV

The remote info TLV is included to echo back to a BCE the values that the remote BCE is receiving from the local BCE on this PAF. This TLV is used to confirm that local status changes communicated by one BCE have been received by the other BCE.

This TLV has the same format as the local info TLV.
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When no information has been received from the remote BCE on this PAF, all remote PME status values are set to Unknown, i.e., the remote PME status array is returned as all zeros.

C.4.2.4 Assignment TLV

The assignment TLV is used to associate a stream with a relative PME ID within a specific PAF. The assignment TLV contains four values, the local stream ID and PME ID of that stream within this PAF, and the remote stream ID and PME ID of that stream within this PAF. It is used to communicate the association of these four values to the remote BCE. The format of the assignment TLV is given below.
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The assignment TLV is included in a BACPDU in two situations. First, whenever the PME is first initializing with BACP (see clause C.3.2.1). Second, when a PME is being transferred into a new PAF, the assignment TLV is used in the BACPDUs on that new PAF to associate a known stream with a PME ID for that PAF.

C.4.2.5 Organization-specific TLV

Organizations may extend this protocol by including additional TLV information in BACPDUs. This Recommendation does not restrict or control organization-specific TLVs – they are controlled by the organization identified within the TLV. The format of organization-specific TLVs is given below:
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Organization-specific TLVs can be included in any BACPDU. They can be of any length. An OUI is used to identify the organization that specified the syntax and semantics of the rest of the value field of the TLV.



Annex D

Ethernet bonding with DTU encapsulation
(This annex forms an integral part of this Recommendation.)

The specific normative requirements for data transfer unit (DTU) encapsulation are contained in the applicable ITU-T Recommendation for the underlying transport technology such as [b-ITU-T G.9701] (G.fast). The exception to clause 61.2.2.5 of [IEEE 802.3-2005] defined in clause 6.2.3 of this Recommendation is extended as follows (at the end of the paragraph before the Note): "The receiving PCS shall be able to handle a total differential delay of 1 623 000 bit times (approximately 1.6 ms at 1 Gbit/s) without the need to stop traffic flow on any of the bonded lines in order to achieve reliable bonding operation. The receiving PCS shall be able to apply flow control to the underlying transport technology when the PCS receive buffer is full."

NOTE – Some implementations may be able to handle a total differential delay higher than 1 623 000 bit times and achieve higher bonding efficiency.

The exception to clause 61.2.2 (PME aggregation functions) of IEEE 802.3-2005 defined in clause 6.2.2 of this Recommendation is extended as follows: "Instead of adding a 16-bit Frame Check Sequence, known as the TC-CRC, to each fragment by the TPS-TC sub-layer, fragments are encapsulated into DTUs and a 32-bit Frame Check Sequence, known as ECS, is added to each DTU by the TPS-TC sub-layer (see clause 8.2 of [b-ITU-T G.9701])."
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