INTERNATIONAL TELECOMMUNICATION UNION

ITU-T G.783

TELECOMMUNICATION (04/97)
STANDARDIZATION SECTOR
OF ITU

SERIES G: TRANSMISSION SYSTEMS AND MEDIA,
DIGITAL SYSTEMS AND NETWORKS

Digital transmission systems — Terminal equipments —
Principal characteristics of multiplexing equipment for the
synchronous digital hierarchy

Characteristics of synchronous digital hierarchy
(SDH) equipment functional blocks

ITU-T Recommendation G.783

(Previously CCITT Recommendation)




ITU-T G-SERIES RECOMMENDATIONS

TRANSMISSION SYSTEMSAND MEDIA, DIGITAL SYSTEMSAND NETWORKS

INTERNATIONAL TELEPHONE CONNECTIONS AND CIRCUITS
INTERNATIONAL ANALOGUE CARRIER SYSTEM

GENERAL CHARACTERISTICS COMMON TO ALL ANALOGUE CARRIER-
TRANSMISSION SYSTEMS

INDIVIDUAL CHARACTERISTICS OF INTERNATIONAL CARRIER TELEPHONE

SYSTEMS ON METALLIC LINES
GENERAL CHARACTERISTICS OF INTERNATIONAL CARRIER TELEPHONE

SYSTEMS ON RADIO-RELAY OR SATELLITE LINKS AND INTERCONNECTION

WITH METALLIC LINES
COORDINATION OF RADIOTELEPHONY AND LINE TELEPHONY
TRANSMISSION MEDIA CHARACTERISTICS
DIGITAL TRANSMISSION SYSTEMS
TERMINAL EQUIPMENTS
General
Coding of analogue signals by pulse code modulation
Coding of analogue signals by methods other than PCM
Principal characteristics of primary multiplex equipment
Principal characteristics of second order multiplex equipment
Principal characteristics of higher order multiplex equipment
Principal characteristics of transcoder and digital multiplication equipment
Operations, administration and maintenance features of transmission equipment

Principal characteristics of multiplexing equipment for the synchronous digital
hierarchy

Other terminal equipment
DIGITAL NETWORKS
General aspects
Design objectives for digital networks
Quality and availability targets
Network capabilities and functions
SDH network characteristics
Telecommunications management network
DIGITAL SECTIONS AND DIGITAL LINE SYSTEM
General
Parameters for optical fibre cable systems
Digital sections at hierarchical bit rates based on a bit rate of 2048 kbit/s
Digital line transmission systems on cable at non-hierarchical bit rates
Digital line systems provided by FDM transmission bearers
Digital line systems
Digital section and digital transmission systems for customer access to ISDN
Optical fibre submarine cable systems
Optical line systems for local and access networks

G.100-G.199

G.200-G.299

G.300-G.399

G.400-G.449

G.450-G.499

G.700-G.799

G.700-G.709
G.710-G.71
G.720-G.72p
G.730-G.739
G.740-G.74%
G.750-G.759

G.760-G.769

G.770-G.f79
G.780-G.789

G.790-G.799
G.800-G.899
G.800-G.809
G.810-G.819
G.820-G.829
(G.830-G.839
G.840-G.849
G.850-G.859
G.900-G.999
G.900-G.909
G.910-G.919
G.920-G.9k9
G.930-G.939
G.940-G.94¢
G.950-G.959
G.960-G.9p9
G.970-G.979
G.980—-G.99¢

For further details, please refer to ITU-T List of Recommendations.



ITU-T RECOMMENDATION G.783

CHARACTERISTICS OF SYNCHRONOUS DIGITAL HIERARCHY (SDH)
EQUIPMENT FUNCTIONAL BLOCKS

Summary

This Recommendation is a merged, revised version of Recommendations G.781, G.782 and G.783 approved under the
WTSC Resolution No. 1 procedure in January, 1994.

This Recommendation defines the interfaces and functions to be supported by SDH equipment. The description is generic
and no particular physical partitioning of functions is implied. The input/output information flows associated with the
functional blocks serve for defining the functions of the blocks and are considered to be conceptual, not physical.

Not every atomic function defined in this Recommendation is required for every application. Different subsets of atomic
functions may be assembled in different ways according to the combination rules given in this Recommendation to
provide a variety of different capabilities. Network operators and equipment suppliers may choose which functions must
be implemented for each application.

Background
Recommendation
Issue Notes
1997 Second revision adds new protection and Tandem Connection monitoring applications.
The modelling techniques used are converted to use atomic functions to be consistent
with Recommendation G.803.
1994 First revison added specifications to cover cross-connect as well as multiplex
equipment.
1990 Initial version.
Sour ce

ITU-T Recommendation G.783 was revised by ITU-T Study Group 15 (1997-2000) and was approved under the WTSC
Resolution No. 1 procedure on the 8th of April 1997.
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FOREWORD

ITU (International Telecommunication Union) is the United Nations Specialized Agency in the field of telecommuni-
cations. The ITU Telecommunication Standardization Sector (ITU-T) is a permanent organ of the ITU. The ITU-T is
responsible for studying technical, operating and tariff questions and issuing Recommendations on them with a view to
standardizing telecommuni cations on a worldwide basis.

The World Telecommunication Standardization Conference (WTSC), which meets every four years, establishes the
topicsfor study by the ITU-T Study Groups which, in their turn, produce Recommendations on these topics.

The approval of Recommendations by the Members of the ITU-T is covered by the procedure laid down in WTSC
Resolution No. 1.

In some areas of information technology which fall within ITU-T's purview, the necessary standards are prepared on a
collaborative basis with ISO and IEC.

NOTE

In this Recommendation, the expression "Administration” is used for conciseness to indicate both a telecommunication
administration and a recognized operating agency.

INTELLECTUAL PROPERTY RIGHTS

The ITU draws attention to the possibility that the practice or implementation of this Recommendation may involve the
use of a claimed Intellectual Property Right. The ITU takes no position concerning the evidence, validity or applicability
of claimed Intellectual Property Rights, whether asserted by ITU members or others outside of the Recommendation
development process.

As of the date of approval of this Recommendation, the ITU had not received notice of intellectual property, protected by
patents, which may be required to implement this Recommendation. However, implementors are cautioned that this may
not represent the latest information and are therefore strongly urged to consult the TSB patent database.

0 ITU 1998

All rights reserved. No part of this publication may be reproduced or utilized in any form or by any means, electronic or
mechanical, including photocopying and microfilm, without permission in writing from the ITU.
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Recommendation G.783

CHARACTERISTICS OF SYNCHRONOUS DIGITAL HIERARCHY (SDH)
EQUIPMENT FUNCTIONAL BLOCKS

(revised in 1997)

1 General

Since they have first been approved within CCITT Study Group (SG) XV, Recommendations G.781, G.782 and G.783
have formed together a coherent set of Recommendations containing the basic specifications for the development of
synchronous digital hierarchy network equipments. While revising these three Recommendations, CCITT SG XV first,
and then ITU-T SG 15, have brought quite a number of changes (new features have been added, original ones have been
differently specified, new modelling method has been developed) to the Recommendations. It has therefore been felt
necessary to restructure the Recommendations, and the solution that consisted of merging them in a single
Recommendation has been favoured. This has led to developing a new G.783 Recommendation with the aim of alignment
with the functional modelling method defined in Recommendations G.803 and G.805.

This Recommendation specifies a library of basic building blocks and a set of rules by which they may be combined in
order to describe a digital transmission equipment. The library is comprised of the functional building blocks needed to
specify completely the generic functional structure of the synchronous digital hierarchy. These building blocks are
illustrated in Figure 1-1. In order to be compliant with this Recommendation, equipment needs to be describable as an
interconnection of a subset of these functional blocks contained within this Recommendation. The interconnections of
these blocks should obey the combination rules given.

This Recommendation specifies both the components and the methodology that should be used in order to specify SDH
processing; it does not specify an individual SDH equipment as such.

The specification method is based on functional decomposition of the equipment into atomic, and compound functions.
The equipment is then described by its Equipment Functional Specification (EFS) which lists the constituent atomic and
compound functions, their interconnection, and any overall performance objectives (e.g. transfer delay, availability, etc.).

Theinternal structure of the implementation of this functionality (equipment design) need not be identical to the structure
of the functional model, aslong as al the details of the externally observable behaviour comply with the EFS.

The equipment functionality is consistent with the SDH multiplexing structure given in Recommendation G.707.

Equipment developed prior to the production of the revision of this Recommendation may not comply in all details with
this Recommendation.

Equipment which is normally stated to be compliant with this Recommendation may not fulfil al the requirements in the
case that it is interworking with old equipment that is not compliant with this Recommendation.

Recommendation G.783  (04/97) 1
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1.1 References

The following ITU-T Recommendations and other references contain provisions which, through reference in this text,
constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All
Recommendations and other references are subject to revision; al users of this Recommendation are therefore
encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other
references listed below. A list of the currently valid ITU-T Recommendationsis regularly published.

—  CCITT Recommendation G.703 (199P)ysical electrical characteristics of hierarchical digital interfaces.

— ITU-T Recommendation G.704 (1995%/nchronous frame structures used at 1544, 6312, 2048, 8488 and
44 736 kbit/s hierarchical levels.

— CCITT Recommendation G.706 (199Frame alignment and Cyclic Redundancy Check (CRC) procedures
relating to basic frame structures defined in Recommendation G.704.

— ITU-T Recommendation G.707 (199@&)etwork node interface for the Synchronous Digital Hierarchy (SDH).

— CCITT Recommendation G.743 (198&gcond order digital multiplex equipment operating at 6312 kbit/s and
using positive justification.

—  CCITT Recommendation G.752 (198Qharacteristics of digital multiplex equipments based on a second order bit
rate of 6312 kbit/s and using positive justification.

— ITU-T Recommendation G.775 (1994)pss of Sgnal (LOS) and Alarm Indication Signal (AlS) defect detection
and clearance criteria.

— ITU-T Recommendation G.784 (199§nchronous Digital Hierarchy (SDH) management.

— ITU-T Recommendation G.803 (1997Architecture of transport networks based on the Synchronous Digital
Hierarchy (SDH).

— ITU-T Recommendation G.805 (199%)eneric functional architecture of transport networks.
— ITU-T Recommendation G.810 (199@®efinitions and terminology for synchronization networks.

— CCITT Recommendation G.812 (1988)iming requirements at the outputs of slave clocks suitable for
plesiochronous operation of international digital links.

— ITU-T Recommendation G.813 (1996)ming characteristics of SDH equipment slave clocks (SEC).

— ITU-T Recommendation G.823 (1993%e control of jitter and wander within digital networks which are based on
the 2048 kbit/s hierarchy.

— ITU-T Recommendation G.824 (1993}e control of jitter and wander within digital networks which are based on
the 1544 kbit/s hierarchy.

— ITU-T Recommendation G.825 (1993%e control of jitter and wander within digital networks which are based on
the Synchronous Digital Hierarchy (SDH).

— ITU-T Recommendation G.826 (199&)ror performance parameters and objectives for international, constant bit
rate digital paths at or above the primary rate.

— ITU-T Recommendation G.831 (199®1anagement capabilities of transport networks based on the Synchronous
Digital Hierarchy (SDH).

— ITU-T Recommendation G.841 (1993)pes and characteristics of SDH network protection architectures.

— ITU-T Recommendation G.957 (199%)ptical interfaces for equipment and systems relating to synchronous
digital hierarchy.

— ITU-T Recommendation G.958 (199Djgital line systems based on the synchronous digital hierarchy for use on
optical fibre cables.

— ITU-T Recommendation M.3010 (199@inciples for a telecommunications management network.

1.2 Abbreviations
This Recommendation uses the following abbreviations:
A Adaptation function

AcSL Accepted Signal Label

Recommendation G.783  (04/97) 3



AcTlI
ADM
Al
AlS
ALS
AP
APId
APS
ATM
AU
AU-n
AUG
BER
BBER
BIP

Cl

CK

CM
CMISE
CP
CRC
CRC-N
CSES
D

DCC
DEC
DEG
DEGTHR
DS
DXC
EO

Ell
E12
E22
E31
E32

E4
EBC

Accepted Trace Identifier

Add-Drop Multiplexer

Adapted Information

Alarm Indication Signal

Automatic Laser Shutdown

Access Point

Access Point Identifier

Automatic Protection Switching
Asynchronous Transfer Mode
Administrative Unit

Administrative Unit, level n
Administrative Unit Group

Bit Error Ratio

Background Block Error Ratio

Bit Interleaved Parity

Connection function

Characteristic Information

Clock

Connection Matrix

Common Management Information Service Element
Connection Point

Cyclic Redundancy Check

Cyclic Redundancy Check, width N
Consecutive Severely Errored Seconds
Data

Data Communications Channel
Decrement

Degraded

Degraded Threshold

Defect Second

Digital Cross Connect

Electrical interface signal 64 kbit/s
Electrical interface signal 1544 kbit/s
Electrical interface signal 2048 kbit/s
Electrical interface signal 8448 khit/s
Electrical interface signal 34 368 kbit/s
Electrical interface signal 44 736 kbit/s
Electrical interface signal 139 264 kbit/s
Errored Block Count

Recommendation G.783  (04/97)



EDC
EDCV
EMF
EQ
ES
ESL
ES
Eq
ExSL
ExTI
FB
F DS
F_EBC
FAS
FIFO
FM
FOP
FS
FS
HO
HOA
HOI
HOVC
HP
HPA
HPC
HPOM
HPP
HPT
HSUT
HTCA
HTCM
HTCT
ID

IF
INC

Error Detection Code

Error Detection Code Violation
Equipment Management Function
Equipment

Electrical Section

Electrical Section, level 1
Errored Second

Recommendation G.703 type electrical signal, bit rate order q (q =11, 12, 21, 22, 31, 32, 4)

Expected Signal Label

Expected Trace Identifier

Far-end Block

Far-end Defect Second

Far-end Errored Block Count

Frame Alignment Signal

First In First Out

Fault Management

Failure of Protocol

Forced Switch

Frame Start signal

Higher Order

Higher Order Assembler

Higher Order Interface

Higher Order Virtual Container

Higher order Path

Higher order Path Adaptation

Higher order Path Connection

Higher order Path Overhead Monitor

Higher order Path Protection

Higher order Path Termination

Higher order path Supervisory Unequipped Termination
Higher order path Tandem Connection Adaptation
Higher order path Tandem Connection Monitor
Higher order path Tandem Connection Termination
Identifier

In Frame state

Increment

Recommendation G.783
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LC Link Connection

LO L ockout

LO Lower Order

LOA Loss of Alignment; generic for LOF, LOM, LOP
LOF Loss of Frame

LOI Lower Order Interface

LOM Loss of Multiframe

LOP Loss of Pointer

LOS Lossof Signal

LovC Lower Order Virtual Container

LP Lower order Path

LPA Lower order Path Adaptation

LPC Lower order Path Connection

LPOM Lower order Path Overhead Monitor

LPP Lower order Path Protection

LPT Lower order Path Termination

LSUT Lower order path Supervisory Unequipped Termination
LTCA Lower order path Tandem Connection Adaptation
LTCM Lower order path Tandem Connection Monitor
LTCT Lower order path Tandem Connection Termination
LTI Lossof al Incoming Timing references

MC Matrix Connection

MCF M essage Communications Function

Ml Management Information

MON Monitored

MP Management Point

MRTIE Maximum Relative Time Interval Error

MS Manual Switch

MS Multiplex Section

MSA Multiplex Section Adaptation

MSB Most Significant Bit

MSn Multiplex Section layer, level n (n=1, 4, 16)
MSOH Multiplex Section OverHead

MSP Multiplex Section Protection

MST Multiplex Section Termination

MTIE Maximum Time Interval Error

N_B Near-end Block

6 Recommendation G.783  (04/97)



N_BBE Near-end Background Block Error

N_DS Near-end Defect Second

N_EBC Near-end Errored Block Count

NC Network Connection

N.C. Not Connected

NDF New Data Flag

NE Network Element

NEF Network Element Function

NMON Not Monitored

NNI Network Node Interface

NU National Use

OAM Operation, Administration and Maintenance

ODI Outgoing Defect Indication

OFEl Outgoing Error Indication

OFS Out-of-Frame Second

OHA OverHead Access

OOF Out of Frame

(O] Optical Section

Oosn Optical Section layer, level n(n=1, 4, 16)

ow Order Wire

POX 64 kbit/s layer (transparent)

P11x 1544 khit/s layer (transparent)

P12s 2048 kbit/s PDH path layer with synchronous 125 us frame structure according to Recommenda-
tion G.704

P12x 2048 kbit/s layer (transparent)

P21x 6312 kbit/s layer (transparent)

P22e 8448 kbit/s PDH path layer with 4 plesiochronous 2048 kbit/s

P22x 8448 kbit/s layer (transparent)

P3le 34 368 khit/s PDH path layer with 4 plesiochronous 8448 khit/s

P31s 34 368 kbit/s PDH path layer with synchronous 125 ps frame structure according to Recommenda-
tion G.832

P31x 34 368 kbit/s layer (transparent)

P32x 44 736 kbit/s layer (transparent)

P4a 139 264 khbit/s PDH path layer with 3 plesiochronous 44 736 kbit/s

Pde 139 264 khbit/s PDH path layer with 4 plesiochronous 34 368 kbit/s

Recommendation G.783  (04/97) 7



P4s 139 264 kbit/s PDH path layer with synchronous 125 ps frame structure according to Recommenda-

tion G.832
P4x 139 264 kbit/s layer (transparent)
PDH Plesiochronous Digital Hierarchy
PIC Pointer Justification Count
PJE Pointer Justification Event
PLM PayL oad Mismatch
PM Performance Monitoring
POH Path OverHead
PPI PDH Physical Interface
Pq PDH path layer, bit rate order g (q = 11, 12, 21, 22, 31, 32, 4)
PRC Primary Reference Clock
PS Protection Switching
PSC Protection Switch Count
PSD Protection Switch Duration
PSE Protection Switch Event
PSS Protection Switch Second
PTR Pointer
RDI Remote Defect Indication
REI Remote Error Indication
RI Remote Information
RP Remote Point
RS Regenerator Section
RSn Regenerator Section layer, level n(n=1, 4, 16)
RSOH Regenerator Section OverHead
RST Regenerator Section Termination
RxSL Received Signal Label
RXTI Received Trace ldentifier
S11 VC-11 path layer
S11D V C-11 tandem connection sublayer
S11P V C-11 path protection sublayer
S12 VC-12 path layer
S12D V C-12 tandem connection sublayer
S12P V C-12 path protection sublayer
S2 VC-2 path layer
S2D V C-2 tandem connection sublayer
S2P V C-2 path protection sublayer
S3 VC-3 path layer

8 Recommendation G.783  (04/97)



S3D

S3P

S3T

AD

SAP

AT

SD

SDH

SDXC

SEC

SEMF

SES

SETG

SETHI

SETS

SF

V C-3 tandem connection sublayer using TCM definition according to Annex D/G.707 (option 2)
V C-3 path protection sublayer

V C-3 tandem connection sublayer using TCM definition according to Annex C/G.707 (option 1)
V C-4 path layer

V C-4 tandem connection sublayer using TCM definition according to Annex D/G.707 (option 2)
V C-4 path protection sublayer

V C-4 tandem connection sublayer using TCM definition according to Annex C/G.707 (option 1)
Signal Degrade

Synchronous Digital Hierarchy

Synchronous Digital hierarchy Cross-Connect

SDH Equipment Clock

Synchronous Equipment Management Function

Severely Errored Second

Synchronous Equipment Timing Generator

Synchronous Equipment Timing Physical Interface

Synchronous Equipment Timing Source

Signal Fail

Sink

lower order VC-mlayer (m=11, 12, 2, 3)

VC-m(m=11, 12, 2, 3) tandem connection sublayer

VC-m(m =11, 12, 2, 3) path layer non-intrusive monitor

VC-m(m =11, 12, 2, 3) path protection sublayer

VC-m(m =11, 12, 2, 3) path layer supervisory-unequipped

Higher order VC-n layer (n= 3, 4)

VC-n (n = 3, 4) tandem connection sublayer using TCM definition according to Annex D/G.707
(option 2)

VC-n (n =3, 4) path layer non-intrusive monitor
VC-n (n= 3, 4) path protection sublayer

VC-n (n= 3, 4) path layer supervisory-unequipped
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SnT

SNC
SNC/I
SNCIN
SNC/S
So
SOH
SPI
SPRING
SSD
SSF
SSM
SSU
ST™M
TCM
TCP
TD

TF
TFAS
TI

TIM
TMN
TP
TPmode
TS
TSD
TSF
TSL
TT
TTs
TTI
TTP
TU
TU-m
TUG
TUG-m

10

VC-n (n = 3, 4) tandem connection sublayer using TCM definition according to Annex C/G.707
(option 1)

SubNetwork Connection

Inherently monitored SubNetwork Connection protection
Non-intrusively monitored SubNetwork Connection protection
Sublayer (tandem connection) monitored SubNetwork Connection protection
Source

Section OverHead

SDH Physical Interface

Shared Protection Ring

Server Signal Degrade

Server Signal Fail

Synchronization Status Message
Synchronization Supply Unit

Synchronous Transport Module

Tandem Connection Monitor

Termination Connection Point

Transmit Degrade

Transmit Fall

trail Trace identifier Frame Alignment Signal
Timing Information

Trace Identifier Mismatch
Telecommunications Management Network
Timing Point

Termination Point mode

Time Slot

Trail Signal Degrade

Trail Signal Fail

Trail Signal Label

Trail Termination function

Trail Termination supervisory function

Trail Trace |dentifier

Trail Termination Point

Tributary Unit

Tributary Unit, level m

Tributary Unit Group

Tributary Unit Group, level m

Recommendation G.783  (04/97)



TxSL Transmitted Signal Label

TXTI Transmitted Trace |dentifier
UNEQ UnEquipped

UNI User Network Interface
USR User channels

vC Virtual Container

VC-n Virtual Container, level n
VP Virtual Path

W Working

1.3 Definitions

This Recommendation defines the following terms.
NOTE 1 — The following definitions are relevant in the context of SDH-related Recommendations.

NOTE 2 — References to G.703 signals are intended to refer only to PDH signals, and specifically not to an electricale®abtl int
The notation G.703 (PDH) has been used to convey this interpretation.

131 1 + 1 (protection) architecture: A 1+1 protection architecture has one normal traffic signal, one working
SNCitrail, one protection SNC/trail and a permanent bridge.

At the source end, the normal traffic signal is permanently bridged to both the working and protection SNCltrail. At the
sink end, the normal traffic signal is selected from the better of the two SNCs/trails.

Due to the permanent bridging, the 1+1 architecture does not allow an extra unprotected traffic signal to be provided.

132 1:n (protection) architecture (n = 1): A 1:n protection architecture has n normal traffic signals, n working
SNC¢/trails and one protection SNC/trail. It may have one extratraffic signal.

The signals on the working SNCs/trails are the normal traffic signals.

The signal on the protection SNC/trail may either be one of the normal traffic signals, an extra traffic signal, or the null
signal (e.g. an all-ONEs signal, a test signal, one of the normal traffic signals). At the source end, one of these signalsis
connected to the protection SNC/trail. At the sink end, the signals from the working SNCs/trails are selected as the
normal signals. When a defect condition is detected on a working SNC/trail or under the influence of certain externa
commands, the transported signal is bridged to the protection SNC/trail. At the sink end, the signal from this protection
SNCitrail isthen selected instead.

133 access point (AP): See Recommendation G.805.
134 access point identifier (APId): See Recommendation G.831.

135 active trail/path/section/SNC/NC: The trail/path/section/SNC from which the signal is selected by the
protection selector.

136 adaptation function (A): See Recommendation G.805.

137 adapted information (Al): The information passing across an AP.
138 administrative unit (AU): See Recommendation G.707.

139 administrative unit group (AUG): See Recommendation G.707.

1.3.10 alarm: A human observable indication that draws attention to a failure (detected fault) usually giving an
indication of the severity of the fault.

1.3.11 all-ONEs: Theentire capacity of the adapted or characteristic information is set to logic "1".
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1.3.12 anomaly: The smallest discrepancy which can be observed between the actual and desired characteristics of an
item. The occurrence of a single anomaly does not constitute an interruption in the ability to perform a required function.
Anomalies are used as the input for the Performance Monitoring (PM) process and for the detection of defects.

1.3.13 atomic function: A function which if divided into ssmpler functions would cease to be uniquely defined for
digital transmission hierarchies. It is therefore indivisible from a network point of view. The following atomic functions
are defined in each network layer:

— bidirectional Trail Termination function (..._TT), Trail Termination Source function (..._TT_So), Trail Termination
Sink function (..._TT_Sk) and Connection function (..._Co);

— between client and server layer networks three adaptation functions are defined: Adaptation Sink function ..._A_Sk,
Adaptation Source function ..._A_So, and the bidirectional Adaptation function ..._A.

1.3.14 AUn-AIS: See Recommendation G.707.
1.3.15 automatic laser shutdown (ALS): See Recommendation G.958.

1.3.16 automatic protection switching (APS): Autonomous switching of a signal between and including two
MS_TT, $1._TT, or Sn_TT functions, from a failed working trail/SNC to a protection trail/SNC and subsequent
restoration using control signals carried by the K-bytes in the MSOH, HO POH, or LO POH.

1.3.17 basic function: A generic functionality consisting of combinations of atomic functions. The 1994 version of
this Recommendation defined these functions.

1.3.18 bidirectional trail/connection type: A two-way trail/connection through a transport network.

1.3.19 Dbidirectional (protection) switching: For a unidirectional fault, both directions (of the trail, subnetwork
connection, etc.), including the affected and unaffected direction, are switched.

1.3.20 bit interleaved parity (BIP): See Recommendation G.707.
1.3.21 broadcast connection type: An input CP is connected to more than one output CP.

1.3.22 characteristic information (Cl): The information passing across a CP or TCP. See also Recommenda-
tion G.805.

1.3.23 client/server layer: Any two adjacent network layers are associated in a client/server relationship. Each
transport network layer provides transport to the layer above and uses transport from the layers below. The layer
providing transport is termed a server, the layer using transport is termed client.

1.3.24 connection: See Recommendation G.805.

1.3.25 connection function (C): An atomic function within a layer which, if connectivity exists, relays a collection of
items of information between groups of atomic functions. It does not modify the members of this collection of items of
information although it may terminate any switching protocol information and act upon it. Any connectivity restrictions
between inputs and outputs shall be stated.

1.3.26 connection matrix (CM): A connection matrix is a matrix of appropriate dimensions which describe the
connection pattern for assigning VC-ns on one side of an LPC or HPC function to VC-n capacities on the other side and
vice versa.

1.3.27 connection point (CP): A reference point where the output of a trail termination source or a connection is
bound to the input of another connection, or where the output of a connection is bound to the input of a trail termination
sink or another connection. The connection point is characterized by the information which passes across it. A
bidirectional connection point is formed by the association of a contra-directional pair.

NOTE - In the information model the connection point is called Connection Termination Point (CTP).
1.3.28 consolidation: The allocation of server layer trails to client layer connections which ensure that each server

layer trail isfull before the next is alocated. Consolidation minimizes the number of partially filled server layer trails. It
therefore maximizes thefill factor.
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Thus anumber of partiadly filled VC-4 paths may be consolidated into asingle, fully filled VC-4.

1.3.29 common management information service element (CMISE): See Recommendation X.710 and
| SO/IEC 9595.

1.3.30 compound function: A function which represents a collection of atomic functions within one or more layer(s).
Example 1 — A combination of several atomic adaptation functions within a certain layer (each serving one client layer) is
a compound adaptation function. A combination of a (compound) adaptation function and the layer’s termination function

isacompound function.

Example 2 — The atomic functions in the Optical Section (OS), Multiplex Section (MS) and Regenerator Section (RS)
layers may be combined to form a major compound function.

The compound functions facilitate simplified descriptions of equipment. Standardized compound functions attach a
unique name to a common combination of atomic functions.

1.3.31 data communications channel (DCCJpee Recommendation G.784.

1.3.32  defect The density of anomalies has reached a level where the ability to perform a required function has been
interrupted. Defects are used as input for PM, the control of consequent actions, and the determination of fault cause.

1.3.33  desynchronizer The desynchronizer function smoothes out the timing gaps resulting from decoded pointer
adjustments and V C payload demapping in the time domain.

1.3.34  extra traffic signat A signal that can be routed via the protection trail/path/section/SNC/NC if it is standby.

1.3.35 failure The fault cause persisted long enough to consider the ability of an item to perform a required function
to be terminated. The item may be considered as failed; afault has now been detected.

1.3.36 fault A fault istheinability of afunction to perform arequired action. This does not include an inability due to
preventive maintenance, lack of external resources, or planned actions.

1.3.37 fault cause A single disturbance or fault may lead to the detection of multiple defects. A fault cause is the
result of a correlation process which is intended to identify the defect that is representative of the disturbance or fault that
is causing the problem.

1.3.38 function A process defined for digital transmission hierarchies (e.g. PDH, SDH) which acts on a collection of
input information to produce a collection of output information. A function is distinguished by the way in which
characteristics of the collection of output information differs from the collection of input information.

1.3.39 grooming The allocation of server layer trails to client layer connections which groups together client layer
connections whose characteristics are similar or related.

Thus it is possible to groom Virtual Container, level 12 (VC-12) paths by service type, by destination, or by protection
category into particular VC-4 paths which can then be managed accordingly. It is also possible to groom VC-4 paths
according to similar criteriainto Synchronous Transport Module (STM-N) sections.

1.3.40 holdoff time See Recommendation G.841.

1.3.41 layer A concept used to allow the transport network functionality to be described hierarchically as successive
levels; each layer being solely concerned with the generation and transfer of its characteristic information.

1.3.42 management information (MI) The signal passing across an access point.

1.3.43 management point (MP)A reference point where the output of an atomic function is bound to the input of the
element management function, or where the output of the element management function is bound to the input of an
atomic function.

NOTE — The MP is not the TMN Q3 interface.
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1.3.44 multiplex section (MS): A multiplex section is the trail between and including two multiplex section trail
termination functions.

1345 multiplex section alarm indication signal (M S-AlS): See Recommendation G.707.
1.3.46 multiplex section remote defect indication (M S-RDI): See Recommendation G.707.
1.3.47 multiplex section overhead (M SOH): See Recommendation G.707.

1348 network connection (NC): See Recommendation G.805.

1349 network element function (NEF): See Recommendation G.784.

1.3.50 network nodeinterface (NNI): See Recommendation G.707.

1.3.51 non-revertive (protection) operation: In non-revertive operation, the traffic signal (service) does not return to
the working SNC/trail if the switch requests are terminated.

1.3.52 normal signal: A signal that is transmitted via a protected trail/section/path/SNC/NC.

1.3.53 overhead access (OHA): The OHA function provides access to transmission overhead functions.
1354 path: A trail inapath layer.

1355 path overhead (POH): See Recommendation G.707.

1.3.56 pointer justification event (PJE): A PJE is an inversion of the I- or D-bits of the pointer, together with an
increment or decrement of the pointer value to signify afrequency justification.

1357 process: A generic term for an action or a collection of actions.

1.3.58 protection trail/path/section/SNC/NC: A specific trail/path/section/SNC/NC that is part of a protection group
and islabelled protection.

1359 reference point: The delimiter of afunction.

1.3.60 regenerator section (RS): A regenerator section is the trail between and including two regenerator section
terminations.

1.3.61 regenerator section overhead (RSOH): See Recommendation G.707.

1.3.62 remote defect indication (RDI): A signal which conveys the defect status of the characteristic information
received by the trail termination sink function back to the network element which originated the characteristic
information.

1.3.63 remoteerror indication (REI): A signa which conveys either the exact or truncated number of error detection
code violations of the characteristic information as detected by the trail termination sink function back to the network
element which originated the characteristic information.

1.3.64 remoteinformation (RI1): Theinformation passing across an RP; e.g. RDI and REI.

1.3.65 remote point (RP): A reference point where the output of a trail termination sink function of a bidirectional
trail termination is bound to the input of its trail termination source function, for the purpose of conveying information to
the remote end.

1.3.66 revertive (protection) operation: In revertive operation, the traffic signal (service) aways returns to (or
remains on) the working SNC/trail if the switch requests are terminated; i.e. when the working SNC/trail has recovered
from the defect or the external request is cleared.

1.3.67 section: A trail in asection layer.

1.3.68 server signal degrade (SSD): A signa degrade indication output at the CP of an adaptation function.

1.3.69 server signal fail (SSF): A signal fail indication output at the CP of an adaptation function.
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1.3.70 signal degrade (SD): A signal indicating the associated data has degraded in the sense that a degraded defect
(dDEG) condition is active.

1.3.71 signal fail (SF): A signa indicating the associated data has failed in the sense that a near-end defect condition
(not being the degraded defect) is active.

1.3.72 standby trail/path/section/SNC: The trail/path/section/SNC from which the signal is not selected by the
protection selector.

1.3.73  subnetwork connection (SNC): See Recommendation G.805.

1.3.74  supervisory-unequipped VC: See Recommendation G.707.

1.3.75 synchronoustransport module (STM): See Recommendation G.707.

1.3.76 telecommunications management network (TM N): See Recommendation M.3010.

1.3.77 termination connection point (TCP): A special case of a connection point where a trail termination function
is bound to an adaptation function or a connection function.

NOTE - In the information model the termination connection point is called Trail Termination Point (TTP).
1.3.78 timinginformation (TI): The information passing acrossa TP.

1.3.79 timing point (TP): A reference point where an output of the synchronization distribution layer is bound to the
input of an adaptation source or connection function, or where the output of an adaptation sink function is bound to an
input of the synchronization distribution layer.

1.3.80 trail: See Recommendation G.805.
1.3.81 trail signal degrade (TSD): A signal degrade indication output at the AP of atermination function.
1.3.82 trail signal fail (TSF): A signal fail indication output at the AP of atermination function.

1.3.83 trail termination function (TT): An atomic function within a layer which generates, adds, and monitors
information concerning the integrity and supervision of adapted information.

1.3.84 trail traceidentifier (TTI): See Recommendation G.707.

1.3.85 NE transit delay: NE transit delay is defined as the period of time taken for an information bit arriving at an
NE input port to reappear at an output port on the same NE via a defect free trail.

Transit delay is affected by e.g.:

e timedot interchange;

e relationship of actual clock frequenciesin al layers;
e synchronizers and desynchronizers;

e physical path (internal route) taken through the NE.

A transit delay measurement should define under which conditions the measurement was made to establish minimum and
maximum values in seconds.

The specification of transit delays for NEs is outside the scope of this Recommendation.
1.3.86 tributary unit (TU-m): See Recommendation G.707.

1.3.87 TUm-AIS: See Recommendation G.707.

1.3.88 virtual container (VC-n): See Recommendation G.707.

1.3.89 working trail/path/section/SNC/NC: A specific trail/path/section/SNC/NC that is part of a protection group
and is labelled working.

1.3.90 unequipped VC: See Recommendation G.707.

1.3.91 undefined bit: If abit isundefined, itsvalueis set to alogical "0" or alogical "1".
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1.3.92 undefined byte: If abyte is undefined, it contains eight undefined bits.

NOTE - See regional standards for further specifications of the value of undefined bits.
1.3.93 unidirectional trail/connection type: A one-way trail/connection through a transport network.

1.3.94 unidirectional (protection) switching: For a unidirectional fault (i.e. a fault affecting only one direction of
transmission), only the affected direction (of the trail, subnetwork connection, etc.) is switched.

1.3.95 wait torestoretime: A period of time that must elapse before a — from a fault recovered — trail/connection can
be used again to transport the normal traffic signal and/or to select the normal traffic signal from.

14 Reference point naming

The atomic functions of this Recommendation are defined between fixed reference points at which specified information
is assumed to be present. That is, at a given reference point, specific types of information can always be assumed to be
present. There are several different types of reference points within the functional model, including reference points for:

e transmission signals;

« management information;

« timing references;

* DCC channels;

e synchronization status messaging;

e user overhead bytes.

Some of these reference points are designated by a single capital letter, usually followed by a humber designating which
reference point of that type is being referred to. These are:

e timing references T
« DCC channels PorN
e synchronization status messaging Y

e user overhead bytes U

141 Transmission reference points

Because they are so numerous, and their detailed characteristics are so important to the functional model, transmission
reference points are designated with a more complex naming convention. A transmission reference point name is formed
by a transmission layer designation, followed by an underscore character, followed by either AP or CP, depending on
whether that reference point is an Access Point (AP) or a Connection Point (CP). As described in Recommenda-
tion G.805, the information at an access point is a signal into which the client signal(s) have been mapped, but which does
not include the full complement of overhead information for the given layer. The information at a connection point is a
signal which includes the full complement of overhead information. The access point is at the server side of adaptation
functions and the client side of termination functions. The connection point is at the client side of adaptation functions
and the server side of termination functions (Figure 1-1). Thus, a transmission reference point name is formed according
to the syntax:

<TransmissionReferencePointName> = <LayerName>_<AP or CP>
The layer names are:
ES STM-n Electrical Section (n = 1).
o STM-n Optical Section (n =1, 4, 16).
RS STM-n Regenerator Section (n = 1, 4, 16).
MSn STM-n Multiplex Section (n =1, 4, 16).

Sn Higher order path (n = 3, 4).
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SnD Higher order path, tandem connection sublayer (n =3, 4) using TCM definition according to Annex D/G.707
(option 2).

SnT Higher order path, tandem connection sublayer (n= 3, 4) using TCM definition according to Annex C/G.707
(option 1).

Sm Lower order path (m =11, 12, 2, 3).
SmD Lower order path, tandem connection sublayer (m= 11, 12, 2, 3).
Pgs PDH synchronous user data (q = 11 for 1.5 Mbit/s, g = 12 for 2 Mbit/s).

Pgx PDH user data (q = 11 for 1.5 Mbit/s, g = 12 for 2 Mbit/s, q = 2 for 6 Mbit/s, q = 31 for 34 Mbit/s, q = 32 for
45 Mbit/s, q = 4 for 140 Mbit/s).

Eq PDH Electrical Section (q =11 for 1.5 Mbit/s, q =12 for 2 Mbit/s, q = 2 for 6 Mbit/s, q = 31 for 34 Mbit/s,
g = 32 for 45 Mbit/s, q = 4 for 140 Mbit/s).

As an example of the application of this transmission reference point naming strategy, the following is the succession of
reference points that a signal at a 2 Mbit/s electrical interface would progress through in the functional model of this
Recommendation when being multiplexed into an optical STM-1:

E12 CP-E12 AP P12x_CP-S12 AP_S12 CP-S4 AP-S4 CP—MSL AP
MSL_CP-RSL AP RSl CP-0OSlL AP-OSl CP

Note also that it would be possible to define PDH path layers which would exist between the PDH electrical section and

user data layers. However, their characteristics are not described in this Recommendation. The definition of the
processing for the PDH layersisfor further study, for inclusion in this or another Recommendation.

142 M anagement reference points

Management reference points are also quite numerous, and are therefore named directly after the name of the associated
function according to the syntax (see Figure 1-1):

<ManagementReferencePointName> = <FunctionName>_MP

Thus, for example, the management reference point for the OS_TT function isnamed OS TT_MP.

14.3 Timing reference points

Timing reference points are named directly after the name of the associated layer according to the syntax (see
Figure 1-1):

<TimingReferencePointName> = <LayerName>_TP

Thus, for example, the timing reference point for the VC-4 layer isnamed S4_TP.

1.4.4 Remote refer ence points

Remote reference points are named directly after the name of the associated function layer to the syntax (see Figure 1-1):
<RemoteReferencePointName> = <LayerName>_RP

Thus, for example, the remote reference point for the VC-12 layer is named S12_RP.

15 Refer ence point information naming
The information passing a CP is caled Characteristic Information (Cl), the information passing an AP is caled

Adapted Information (Al), the information passing an MP is caled Management Information (MI), and the
information passing a TP is called Timing Information (TI).
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151 Transmission reference point infor mation naming

The coding of the Characteristic Information (Cl) and Adapted Information (Al) in the model follows the following
rules:

<layer>[/<client layer>] _<information type>[ _<direction>] _<signal type>[/<number>].

[...] optional term;
<layer> represents one of the layer names (e.g. RS1);
<client layer> represents one of the client layer names (e.g. MSl isaclient of RS1);

<information type> Cl or Al;

<direction> So (Source) or Sk (Sink);
<signal type> CK (clock); or
D (data); or

FS (Frame Start); or
SSF (Server Signal Fail); or
TSF (Trail Signal Fail); or
SSD (Server Signa Degrade); or
TSD (Trail Signal Degrade);
<number> indication of multiplex number; e.g. (1, 1, 1) for the case of a TU-12 within aVC-4.

Al and ClI coding examplesare: MS1_Cl_D, RS16 Al _CK, S12/P12x_Al_D, S4/S2_Al_So D/(2, 3, 0).

T T T T T T T T T e e e e e e 1 === === === -
| | ! '
| | ! '
| | Layer Z | |
T et e pommmmmmmmopomoo oo L--
| Connection Point (CP) |

| f/ TS : | :
k |

I\ Layer Y to layer Z Timing Layer Y to layer Z ' | Layer Y to layer Z :
: adaptation sink / Point (TP) adaptation source : : adaptation |
| MP | | |
| , | ! '

Access Point (AP

| P (AP) — : | :
| |

| : I LayerY | :
| Trail Trail | [ E Trail |
| termination Management termination l | termination |
I sink Point (MP) source : I |
| |

| Remote Point > | | |
| (maintenance signals) : | :
| |

| Termination Connection | | '
| _— Point (TCP) ~__ : | :
| |

| 1p MP : ' . :
: Connection | : Connection |
| | ! :
| Connection Point (CP) | |

| — T~ [ | :
| | |

o~~~ TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT —I___________T ______________________ F-=
| | ! '
[ Unidirectional representation | | Bidirectional representation |
| | Layer X | '

|

T1525260-97/d002

Figure 1-2/G.783 — Reference points in relation to atomic functions in a layer
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Within the network each access point is uniquely identified by means of its Access Point Identifier (APId). See
Recommendation G.831. The Termination Connection Point (TCP) — see Figure 1-2 — can be uniquely identified by
means of the same APId. The Connection Point (CP) — see Figure 1-2 — can be uniquely identified by the APId extended
with the multiplex number, e.g. the AU or TU number.

Example — A VC-12 CP (S12_CP) can be identified by means of the APId of the S4_AP, extended with the TU-12 TUG
number (K, L, M).

152 M anagement reference point infor mation naming
The coding of théM | signals follows the following rule:

<atomic function> MI_<MI signal type>.
153 Timing reference point infor mation naming
The coding of th&'| signals follows the following rule:

<layer> TI_<TI signal type: CK or FS>.
154 Remote reference point information naming
The coding of the RI signals follows the following rule:

<layer> RI_<RI signal type: RDI, REI, ODI, or OEI>.

1.6 Atomic function naming and diagrammatic conventions

The naming of adaptation, trail termination and connection functions follows the following rules:

e Adaptation function <layer>/<client layer>_A[ _<direction>]
e Trail termination function <layer>_TT][ _<direction>]
e Connection function <layer>_C

Examples are — MS1/S4_A, S12/P12s_A_So, P4e_TT,RS16_TT_Sk, S3 C.

The diagrammatic conventions and nomenclature for adaptation, termination and connection functions (used to describe
the atomic functions) are shown in Figure 1-3.

As an example of the use of this diagrammatic nhomenclature, Figure 1-4 shows an example of a unidirectional VC-4 path
in an SDH network.

As an example of the use of this diagrammatic nomenclature, Figure 1-5 shows an example of a transport level fragment
of an Equipment Functional Specification (EFS).

The equipment represented by the EFS supports the following interfaces: two optical STM-4, one electrical STM-1, one
140 Mbit/s, a number of 2 Mbit/s.

The STM-4 interfaces contain the MS-DCC signal and SSM signal. The STM-4 interfaces can contribute to the
synchronization reference selection process in synchronization layers.
NOTE 1 - RS-DCC, RS-USER, RS-OW and MS-OW signals are not supported by the STM-4 interfaces.

NOTE 2 — RS-DCC, RS-USER, RS-OW, MS-DCC, MS-OW and contribution to the synchronization reference selection process are
not supported by the STM-1 interface. SSM is neither supported on the output STM-1 signal.

The 140 Mbit/s signal is asynchronous mapped into a V C-4.
NOTE 3 — VC4-USER signals are not supported by the VC-4 processing.

The 2 Mbit/s signal is either asynchronous or byte synchronous mapped into the VC-12.

The VC-4 matrix contains 12 inputs and outputs:. three towards a V C-4 termination function and the other nine to MSn to
V C-4 adaptation functions.
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NOTE 4 — Connectivity restrictions related to the VC-4 connection function are not represented in this presentation ofifthe EFS.
applicable, connectivity restrictions can be presented in a further decomposed connection function representation, ooby means
connectivity tables as shown in Appendix Il.

NOTE 5 — The VC-4 connection function can support SNC protection switching. Such can be represented by means of a "rounded
box" around the ellipse, as defined in Recommendation G.803.

Two VC-4 signas can be terminated when they contain a TUG structure with sixty-three TU-12s. The resulting
126 VC-12 signals are connected to the VC-12 connection function, that is also connected to a number of VC-12
termination functions.

NOTE 6 — Connectivity restrictions related to the VC-12 connection function are not represented in this presentation offthe EFS
applicable, connectivity restrictions can be presented in a further decomposed connection function representation, ooby means
connectivity tables as shown in Appendix II.

NOTE 7 — The VC-12 connection function can support SNC protection switching. Such can be represented by means of a "rounded
box" around the ellipse, as defined in Recommendation G.803.

Adaptation functions from server layer Y to client layer Z

Y/Z Sink\ YiZ Source ; YIZ ; Bidirectional

Trail termination functions in layer Y

Y
?Snk ?ource Bidirectional

Connection functions in layer Y

Unidirectional Q) Bidirectional

Trail termination function in layer Y and adaptation function to layer Z

t '

YizZ

Y/Z
Y Y
Sink Source

NOTE - If the above symbols are used for generic figures, i.e. not for specific layers, the layer references Y and Z may
be omitted. Alternatively, the references may be to the type of function or layer, e.g. supervision, protection.

Bidirectional

T1525270-97/d003

Figure 1-3/G.783 — Symbols and diagrammatic conventions
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S4_Al signal S4_Al signal

VC-4 path ;
0S16/RS16 0S16/RS16
>

T1525280-97/d004

Figure 1-4/G.783 — Example of a unidirectional VC-4 path in an SDH network

Examples of possible connectivity are:

a VC-4 from an STM-4 interface can be passed through to the other STM-4 interface, with or without time slot
interchange;

aVC-4 from an STM-4 interface can be passed through (or dropped) to the STM-1 interface;

a VC-4 from an STM-4 interface can be terminated, making the 140 Mbit/s payload available at the 140 Mbit/s
interface;

aVC-4 from an STM-4 interface can be terminated, making the TUG payload accessible for further processing;
a VC-12 from an STM-4 interface can be passed through to the other STM-4 interface, with or without time slot

interchange between the VC-4 server signals;
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¢ aVC-12 from an STM-4 or the STM-1 interface can be terminated (after VC-4 termination), making the 2 Mbit/s
payload available at a 2 Mbit/s interface. Either asynchronous or byte synchronous mapping into the VC-12 is
supported;

* aVC-12from an STM-4 interface can be passed through (dropped) to the STM-1 interface (after VC-4 termination),
with or without time slot interchange between the V C-4 server signals,

e VC-4 SNCJ/I protection could be supported between, for example, two VC-4s within the two STM-4 signals, or
between an VC-4 within a STM-4 signa and the VC-4 in the STM-1 signal;

e VC-12 SNCI/I protection could be supported between two V C-12s within the two TUG structured terminated VC-4
signals. These two V C-4 signals can come from the two STM-4 signals or one STM-4 signal and the STM-1 signal.

17 Atomic function process allocation

1.71 Connection function

The connection function provides flexibility within a layer. It may be used by the network operator to provide routing,
grooming, protection and restoration.

NOTE — The connection function’s flexibility process is modelled as a timing transparent switch, also referred to as tspada swi
equipment the switch matrix type may be either a "space switch" or a combination of "space and time switches". If a tilme switch
involved, the adaptation source functionality shall be located at the input of the switch matrix (connection functiohprattehé

output (as in the functional model).

The location of the adaptation source functionality (i.e. elastic store and pointer generator) with respect to the connection
functionality (i.e. switch matrix) is observable at the STM-N interface when the matrix connection is changed (e.g. due to
SNC protection switch). A pointer with "enabled NDF" is generated when the adaptation source functionality is located at
the output of the connection functionality. A pointer without "enabled NDF" is generated when the adaptation source
functionality islocated at the input of the connection functionality.

1.7.2 Trail termination function

The trail termination function performs the signal integrity supervision of the layer. In the source direction it generates
and adds some or all of the following:

— error detection code [e.g. Bit Interleaved Parity (BIP), Cyclic Redundancy Check (CRC)];

— trail trace identifier (i.e. source address).

It conveys back the following remote information:

remote error indicator signal (e.g. REIl, OEI, E-bit), containing the number of detected error detection code
violations in the received signal;

remote defect indicator signal (e.g. RDI, ODI, A-bit), representing the defect status of the received signal.

In the sink direction, it monitors for some or all of the following:

— biterrors;

—  (mis)connection;

— near-end performance;

— far-end performance;

— server signal fail [i.e. Alarm Indication Signal (AlS) instead of data];

— signal loss (disconnection, idle signal, unequipped signal).

NOTE — Functionality is reduced in the physical section layer termination functions, which can only monitor the signakloss. Th
physical section termination source function performs in addition logical/optical or logical/electrical conversion. Thé gggisica
termination sink function performs in addition optical/logical or electrical/logical conversion.

Bit errors are detectable vialine code violations, parity violations or CRC violations; i.e. error detection code violations.
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To monitor the provisioning of flexibility within an SDH network, Access Points (APs) will be identified
(named/numbered). The APId is inserted in the signal, by the trail termination source function, in the Trail Trace
Identifier (TTI). Thetrail termination sink function checks the received name/number with the expected one (provisioned
by the network manager).

To enable single ended maintenance, the defect status and number of error detection code violations detected at the sink
trail termination are conveyed back to the source trail termination; the defect status via the Remote Defect Indication
(RDI) signal and the number of error detection code violations via the Remote Error Indication (REI) signal. The RDI
and REI signals are part of the trail overhead.

Degradation of the signal results in the detection of anomalies and defects. As a consequent action of the detection of
certain near-end defects, the signal is replaced by the all-ONEs (AlS) signal and RDI is inserted in the return direction.
The defects are reported to the fault management process.

The number of near-end block errors! per second is counted. The number of far-end block errors? per second is counted.
A second is indicated as a near-end defect second in cases where a signa fail condition was detected in that second. A
second is indicated as afar-end defect second in cases where an RDI defect was detected in that second.

Refer to the anomaly process description (see clause 2) for detailed specifications.

1.7.3 Adaptation function

An adaptation function represents the conversion process between a server and a client layer. One or more of the
following processes may be present in an adaptation function:

— scrambling/descrambling;

— encoding/decoding;

— alignment (framing, pointer interpretation, FAS/PTR generation);
—  bit-rate adaptation;

— frequency justification;

— multiplexing/demultiplexing;

— timing recovery;

—  smoothing;

— payload identification;

— payload composition selection.

The scrambling process alters digital data in a predefined way to ensure the resulting bit stream has a sufficient density
of 0 - 1 and 1- O transitions to allow bit clock recovery from it. THescrambling process recovers the original

digital data from the scrambled bit stream.

NOTE 1 — The scrambling/descrambling process would be adaptation processes. The historical definition of signals in existing

standards causes a violation of this process allocation, hence the scrambling/descrambling processes are often locaiéd in the t
termination functions. Refer to the individual atomic functions for details.

The encoding/decoding process adapts a digital data stream to the characteristics of the physical medium over which it is
meant to be transported. The decoding process recovers the origina digital data from the medium specific form in which
itisreceived.

The alignment process locates the first bit/byte of the framed signal [Frame Start (FS)] by means of a search for the
Frame Alignment Signal (FAS) or the interpretation of the Pointer (PTR). If the FAS cannot be found or the PTR is
corrupted for a specific period, an alignment defect is detected (LOF, LOP). The alignment defect may be the result of
the reception of the all-ONEs (AlS) signd. If so, the AIS defect is detected also. The defects are reported to the fault
management layer/process.

1 Detected by means of error detection code violation monitoring.

2 Received via REI.
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NOTE 2 — The insertion of a frame alignment signal would be an A_So process. The (historical) definition of the many signals in
existing standards causes a violation of this process allocation, hence the frame alignment insertion process is ofteriHecated
TT_So function. Refer to the individual atomic functions for details.

The bit-rate adaptation process accepts input information at a certain bit rate and outputs that same information at a
different bit rate. In the source direction, this process creates gaps in which other adaptation functions can add their
signals. An example is the S12/P12s A_So function; the 2 Mbit/s signal input to this function is output at a higher bit
rate. The created gaps will be filled with the VC-12 POH.

The frequency justification process accepts an input information at a certain frequency and outputs that same
information either at the same or at a different frequency. In the source direction, in order to accommodate any frequency
(and/or phase) differences between input and output signals, this process may write data into a specific "justification"
bit/byte in the outgoing frame structure when the elastic store (buffer) is going to overflow. It will skip data writing when
the elastic store is going to underflow. Examples are the S4/S12_A_So and P4e/P31e A_So functions.

NOTE 3 — The commonly used terms mapping and demapping are covered by bit-rate adaptation and frequency justification
processes.

The multiplexing/demultiplexing process is modelled by means of multiple adaptation functions, connected to one AP
(see 6.3). The information applied by the connected adaptation source functions ends up in pre-allocated time slots of the
resulting time division multiplexed signal. Adaptation sink functions extract their associated adapted information from the
common access point. Adaptation source/sink functions receive the necessary information allowing determination of
correct write/read timing.

For the case multiple adaptation functions are connected to the same AP and accessing the same time dots (bits/bytes), a
selection process controls the actual access to the AP. In the atomic functions this is modelled via the
activation/deactivation signal (MI_active).

For the case only one adaptation function is present, it is selected. Control is not required.

The timing recovery process extracts a clock signal, the "recovered clock”, from the incoming data signal. The timing
recovery processis performed in the adaptation sink function in the physical section layer; e.g. in OS16/RS16_A_Sk.

The smoothing process filters the phase step of "gapped input signals'. The smoothing process is performed in the
adaptation sink functions; e.g. in SmXm_A_Sk, Pn/Pm_A_Sk.

Many layers are able to transport a variety of client signals applied to the layer via different adaptation functions. To
monitor the provisioning process the source Adaptation inserts the appropriate code in the Trail Signal Label (TSL). The
sink adaptation will check the composition of the payload comparing the received TSL number with its own one.

1.8 Combination rules

1.8.1 General

In general, any functions which share the same characteristic or adapted information may be combined.

182 Binding at connection points

The connection point input (output) of an adaptation function may be bound to the connection point output (input) of
either a connection function or an adaptation function, as shown in Figure 1-6.
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Example — An S12_CP of an S12_C function may be connected to an S12_CP of an S4/S12_A function.

cp CP

__/

O 0] O

T1525300-97/d006

Figure 1-6/G.783 — Binding of connection points (CP-CP binding)

183 Binding at (termination) connection points

The termination connection point output (input) of a trail termination function may be bound to the connection point
input (output) of either an adaptation function or a connection function or the termination connection point input (output)
of atrail termination function, as shown in Figure 1-7.

NOTE — Once bound, the CP and TCP are referred to as a termination connection point.

Example — An S12_TCP of an S12_TT function may be connected to an S12_CP of an S12_C function.

TCP
TCP

TCP
@ ; ; T1525310-97/d007
0]

Figure 1-7/G.783 — Binding involving a termination connection point
(TCP-CP and TCP-TCP binding)

184 Binding at access points

The AP input (output) of atrail termination function may be bound to the AP output (input) of an adaptation function as
shown in Figure 1-8.
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Example — An S4_AP of an S4/S12_A function may be connected to an S4_AP of an S4_TT function.

N

AP

T1525320-97/d008

Figure 1-8/G.783 — Binding of access points (AP-AP binding)

185 Alter native binding representations

The binding at reference points can continue, according to the above rules, and create a path such as the one shown in
Figure 1-9.

NOTE — The binding at reference points may also be represented as illustrated in Figure 1-9. In an equipment functicatibspecifi
the explicit reference to the reference points is not required if the atomic functions are named. In such a case, theheames of
reference points are obvious.

__/

T1525330-97/d009

Figure 1-9/G.783 — Alternative binding representation

1.8.6 Directionality
One source atomic function and one sink atomic function, with their associated RDI/REI maintenance channels connected
may be associated as a bidirectional pair (when afunction is referred to without the directionality qualifier it can be taken

to be bidirectional). Bidirectiona servers may support bidirectional or unidirectional clients but unidirectional servers
may only support unidirectional clients.

187 Compound functions

Combinations of atomic functions in one or more layer(s) may be identified by a special symbol, a compound function.
Three examples are shown in Figures 1-10, 1-11 and 1-12.
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Layer Y to layer Z
adaptation

T1525340-97/d010

Figure 1-10/G.783 — Compound termination/adaptation function

Layer Y to layer C
adaptation _

Layer Y to layer A Layer Y to layer B

adaptation adaptation Compound

adaptation

T1525350-97/d011

Figure 1-11/G.783 — Compound adaptation function

Layer Z

Layer Y

|

T1525360-97/d012

Figure 1-12/G.783 — Compound function spanning multiple layers

19 Fault management and perfor mance monitoring naming
The naming of supervision variables follow the following rules:

The supervision variables are defined as"'yzZZZ", with:

y defect: y=d
fault cause (i.e. correlated defect): y=c¢
failure: y=f
consequent action request: y=a
performance parameter: y=p
anomaly: y=n

Z77Z kind of defect, fault cause, failure, consequent action, performance parameter or command.
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dzzz, cZzZZ, and fZZZ represent Boolean variables with states TRUE or FALSE. pZZZ represents an integer variable.
azZZ, except aREl, represents a Boolean variable; aREI represents an integer variable.

1.10 Fault management and perfor mance monitoring specification techniques

The defect correlation and consequent action specifications make use of the following supervision egquation techniques:
— aX < AorBorC

— ¢Y « Dand(notE)and (not F) and G

- pZ <~ Horld

"aX" represents the control of consequent action "X". The associated consequent action will be performed if the boolean
equation "A or B or C" is true. Otherwise, if the equation is false, the consequent action will not be performed.
Consequent actions are e.g.: insertion of all-ONEs (AIS) signal, insertion of RDI signal, insertion of REI signal,
activation of signal fail or signal degrade signals.

"cY" represents the fault cause "Y" which is (will be) declared if the boolean expression "D and (nhot E) and (not F) and
G" is true. Otherwise (expression is false), the fault cause is (will be) cleared. MON will often be a term in this equation
(see 2.2.1).

"pZ" represents the performance monitoring primitive "Z" which value at the end of a one second period represents the
number of errored blocks (or error detection code violations) or the occurrence of a defect in that second.

"A" to "H" represent either defects (e.g. dLOS), reporting control parameters (e.g. AIS_Reported), consequent actions
(e.g. aTSF), or the number of errored blocks over a one second periad ifélgB).

NOTE — Hardware faults causing signal transfer interruption are represented by "dEQ". Such faults contribute to the near-end
performance monitoring primitive pN_DS.

111 Performance and reliability

1111 Transit delay

To derive the total transit delay of a signal through an SDH network element, all processes which could contribute non-
negligible delay must be taken into account. Since it is only possible to measure transit delay from NNI to NNI, that value
is the only one which must be derived.

The contributing processes which have been identified to date are:

— Pointer buffer processing. (A distinction could be made between pointer buffer threshold spacing and pointer
adjustment processes.)

—  Fixed stuff processing. SOH and POH could be regarded as fixed stuffing for a particular VC level.
— Processing which is implementation-dependent, e.g. internal interface processing.

—  Connection processing.

—  Mapping processing.

— Demapping processing.

Depending on NNIs and processing levels, various of the above-mentioned processes must be taken into account. The
total delay is then calculated as the sum of the processes involved. These values could be given as minimum, average, ol
maximum values under normal operating conditions or in worst case failure scenarios.

Another parameter associated with delay is the differential transit delay of path signals within the same server trail.

NOTE - Specifications of transit delay and differential transit delay are outside the scope of this Recommendation.
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1.11.2 Responsetimes

Matrix set-up delay is the time taken from generation of primitive within the SEMF to the change of transport information
at NNI. It may be necessary to distinguish between preset configurations, subject to an execute primitive and a normal
Set.

Message processing delay is the time from the end of message at Q until the primitive is generated within the SEMF;
i.e. the message has been decoded to an actionable level.

NOTE — Specifications of response times are outside the scope of this Recommendation.

1.11.3 Availability and reiability

For a network provider, the reliability of network elementsis of prime concern as it directly influences the availability of
connections. However, the availability of a connection depends not only on the reliability of the network elements
themselves but also on the level of network redundancy. Furthermore, it depends on the restoration times of the
equipment involved. The restoration times depend to a great extent on the Operation, Administration and Maintenance
(OAM) philosophy of the network provider.

A manufacturer has, in most cases, requirements from several operators to take into account. Requirements from a certain
network provider will depend on the level of economic development of the country concerned, the degree of market
competition, customer requirements, the level of network redundancy, the level of maintenance support, etc.

The basis for determining the availability of a network element should be the anaytical method for dependability as
described in Recommendation E.862.

The main point of the analytical method is that dependability aspects are taken into account as an economic factor. The
level of availability isthus dimensioned according to cost-benefit analyses rather than by beforehand stated objectives.

The application of the method to network components is shown in the ITU-T Handbook "Handbook on Quality of
Service and Network Performance”.

Calculation of Mean Time Between Failure (MTBF) values based on Failure In Time (FIT) values should use the
methodology described in Recommendation G.911.

NOTE - Availability and reliability specifications for SDH network elements and trail/connections are outside the scope of this
Recommendation.

2 Supervision processes and management infor mation flows

The information flows described in this clause are functiona and defined at the internal MP reference point. Information
received via the TMN may be pre-processed by the SEMF before it is forwarded to an MP reference point. Information
received viaan MP reference point may be post-processed by the SEMF beforeit is forwarded to the TMN interface.

The generic information flow and its related processing is described hereafter.

2.1 Information flow (XXX_MI) acrossthe XXX_MP reference points

Table 2-1 summarizes the generic (superset) of configuration, provisioning and reporting information (M1) that is passed
across the XXX_MP reference points for the three types of atomic functions. The information listed under Input (" Set")
in this table refers to configuration and provisioning data that is passed from the SEMF to the other functional blocks.
Theinformation listed under Output ("Get") refers to (autonomous) status reports to the SEMF from the atomic functions.

NOTE - The configuration, provisioning and reporting information for a specific atomic function is listed in the I/O tdge in t
atomic function specification itself.

As an example we may consider the higher order path trace. The higher order path termination sink function may be
provisioned for the HO path trace for what it should expect by an "MI_EXTI" command received from the manager. If the
HO path trace that is received does not match the expected HO path trace, this will give rise to a report of a mismatch of
the HO path trace across the Sn_ TT_MP reference point (MI_cTIM). Having received this mismatch indication, the
relevant managed object may then decide to request a report of the HO path trace ID that has been received by an
"MI_AcTI" report.
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Table 2-1/G.783 — Generic command, configuration, provisioning and reporting information flow

over the XXX_MP reference points

Management

Process within

point atomic function nput (* Set”) Output (" Get")
TT_So MP Transmitter Transmit signal fail fault cause
(MI_cTF)
Transmit signal degrade fault cause
(MI_cTD)
Trace identifier Transmitted trail trace identifier
(MI_TxTI) value
TT_Sk_ MP Termination Termination point mode control
point/port mode (MI_TPmode: MON, NMON)
Port mode control (MI_Portmode:
MON, (AUTO), NMON)
Signal presence Signal loss fault cause (MI_cLOS,
MI_cUNEQ)
Trace identifier Expected trail trace identifier Accepted (received) trail trace identifier
(MI_ExTI) value value (MI_AcTI)
Misconnected traffic defect detection Misconnected traffic fault cause
control (MI_TIMdis: true, false) (MI_cTIM)
Bit error Poisson based excessive defect Poisson based excessive errors fault
monitoring threshold selection (MI_EXC_X: cause (MI_cEXC)
3 5
10721074, 1079) Poisson based degraded errors fault
Poisson based degraded defect cause (MI_cDEG)
: . 10-5
tlfz)r_%elﬁfcl)c_i7sellgggoi10(_l\él)l_DEG_x. 107, Burst based degraded errors fault cause
S (M1_cDEG)
Burst based degraded defect interval
threshold selection
(MI_DEGTHR: 0..(30)..100%) (Note 1)
Burst based degraded defect monitor
period selection (MI_DEGM: 2..10)
AlS monitoring AlSfault cause reporting control AlSfault cause (MI_cAlS)
and reporting (MI_AIS_Reported: true, false)
RDI monitoring RDI fault cause reporting control RDI fault cause (M1_cRDI)
and reporting (MI_RDI_Reported: true, false)
ODI monitoring ODI fault cause reporting control ODI fault cause (M1_cODI)
and reporting (MI_ODI_Reported: true, false)
Performance 1 second period indications Performance monitoring primitives
monitoring (MI_1second) (MI_pN_EBC, MI_pN_DS,
MI_pF_EBC, MI_pF DS, ...)
A_So MP Selection Payload composition selection
(MI_Active: true, false)
Performance Performance monitoring justification
monitoring actions (MI_pPJC+, MI_pPJC-)
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Table 2-1/G.783 — Generic command, configuration, provisioning and reporting information flow
over the XXX_MP reference points(concluded)

Management Proc_esswith_in Input (" Set") Output (" Get")
point atomic function
A_Sk_MP Selection Payload composition selection
(MI_Active: true, false)

AlS monitoring Al S fault cause reporting control AlSfault cause (MI_cAlS)

and reporting (MI_AIS_Reported: true, false)

Payload Accepted (received) payload type value

monitoring (MI_AcSL)
Miscomposed traffic fault cause
(M1_cPLM)

Frame alignment Alignment loss fault cause (MI_cLOF,

MI_cLOM, MI_cLOP)

C MP Connection Matrix connection selection
management
protection Protection group selection (set of Protocol fault cause (M1_cFOP)

connection points, protection
architecture: 1+1/1:n/m:n, switching
type: uni/bidirectional, operation type:

Performance monitoring protection
switch actions (MI_pPSC)

revertive/non-revertive, APS usage: Performance monitoring protection
true/false, extratraffic: true/false) switched seconds (M1_pPSSw,
External switch commands MI_pPSSp)

(MI_EXTCMD: LO, FS, MS, EXER, Protection status (for further study)
CLR)

External control command (LOW)
HoldOff time value (MI_HOtime)

WaitToRestore value (MI_WTRtime:
0..(5)..12 minutes)

NOTE 1 — The granularity for the degraded defect threshold selection is for further study. See 2.2.2.5.2.
NOTE 2 — Underscored values are suggested defaults.

2.2 Supervision

Transmission and equipment supervision processes are concerned with the management of the transmission resources in
the network, and they are only interested in the functionality which is being provided by a Network Element (NE). They
require afunctional representation of an NE that is implementati on-independent.

The supervision process describes the way in which the actual occurrence of a disturbance or fault is analysed with the
purpose of providing an appropriate indication of performance and/or detected fault condition to maintenance personnel.
The following terms are used to describe the supervision process. anomaly, defect, consequent action, fault cause, failure
and alarm. Supervision terms and variables used throughout this Recommendation are defined in 1.3.
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Any equipment faults are represented by the unavailability of the affected functions because the transmission
management has no knowledge of the equipment as such. Most functions monitor the signals they are processing for
certain characteristics and provide performance information or alarm conditions based on these characteristics. Therefore,
transmission supervision processing provides information on the external interface signals that are processed by an NE.

The supervision processes and their inter-relationships within atomic functions are depicted in Figures 2-1 and 2-2. The
inter-relations between the supervision processes in atomic functions and the equipment management function is specified
in clause 5/G.784.

Far-end anomaly Far-end defect
RDI dRDI 1 second pFDS
CI_D ( ) Defect latch MI_pF_DS
Far-end anomalies
cl b (REI) 1second | PFEBC MI_pF_EBC
- counter
Consequent
- 1 second pPNDS
RI_REI action lateh MI_pN_DS
aRrEl aTSF
EDC violations NEBC
1 second p MI_pN_EBC
counter
Near-end Near-end defects
anomalies [Defect | dzzz Fault cause
cZZZ
Defect | Defect Ml_czZz
ClI.D .
- Defect | correlation
Defect |-
aAlS E
RI_RDI aRrDI
- aTSE Consequent MI_TPmode
Al_TSF action Report options MI_ZZZ_Reported
aTSD (ZZZ_Reported,
ALTSD MON/NMON)
enable/disable
Consequent
actions
azzz SSF
Cl_SSF T1525370-97/d013

Figure 2-1/G.783 — Supervision process within trail termination functions

The filtering functions provide a data reduction mechanism within atomic functions on the anomalies and defects before
being presented at the XXX_MP reference points. Four types of techniques can be distinguished:

trail termination point and port modes;

one second integration;

defect detection;

fault management and performance monitoring correlations.

221 Trail termination point mode and port mode

To prevent alarms from being raised and failures being reported during trail provisioning actions, trail termination
functions shall have the ability to enable and disable fault cause declaration. This shall be controlled via their termination
point mode or port mode parameter.
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The termination point mode (see Figure 2-3) shall be either "monitored” (MON) or "not monitored” (NMON). The state
shall be MON if the termination function is part of atrail and provides service, and NMON if the termination function is
not part of atrail or ispart of atrail which isin the process of set-up, break-down or re-arrangement.

1 second p..C
counter Mip._.C
anomalies Near-end defects dZ2Z i
ear-end defects
Defect czzz
ALD Defect H Defect MI_czzz
E correlation
Defect F
aAlS
CI_SSF asSSF Consequent MI_ZZZ_Reported
action Report options
(ZZZ_Reported,
MON/NMON)
enable/disable
Consequent
actions
azzz TSF

Al_TSF T1525380-97/d014

Figure 2-2/G.783 — Supervision process within adaptation functions

Provisioning by network manager

T1525390-97/d015

Provisioning by network manager

Figure 2-3/G.783 — Trail termination point modes

In physical section layers, the termination point mode is called the port mode. It has three modes (Figure 2-4): MON,
AUTO, and NMON. The AUTO mode is like the NMON mode with one exception: if the LOS defect clears, the port
mode is automatically changed to MON. This alows for aarm-free installation without the burden of using a
management system to change the monitor mode. The AUTO mode is optional. When it is supported, it shall be the
default mode; otherwise, NMON shall be the default mode.

222 Defect filter

The (anomaly to) defect filter will provide a persistency check on the anomalies that are detected while monitoring the
data stream; when passed, the defect is being detected. Since all of the defects will appear at the input of the defect
correlation filter (Figures 2-1 and 2-2) it provides correlation to reduce the amount of information offered as failure
indications to the SEMF. See 2.2.4.
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In addition to the transmission fault causes listed in Table 2-1, hardware faults with signal transfer interruption are also
reported at the input of the defect filter for further processing.

Automatic by
network element
on clearing of dLOS

Provisioning by
network manager

Provisioning by

Provisioning by network manager

network manager

Provisioning by
network manager

T1525400-97/d016

Provisioning by
network manager

Figure 2-4/G.783 — Port modes

2221 LossOf Signal defect (dLOS)

STM-N optical interfaces. See Recommendation G.958.

STM-1 electrical interfaces: Similar to the specification for 140 Mbit/s signals in Recommendation G.775.
PDH G.703 interfaces: See Recommendation G.775.

2222 Signal label processing: unequipped defect (AUNEQ)

Basic function sink direction
Byte C2/bits V5[5-7] signal label (TSL) is recovered from the CP.

VC-3, VC-4: The unequipped defect (dUNEQ) shall be detected if five consecutive VC-n (n = 3, 4) frames contain the
"00000000" pattern in byte C2. The dUNEQ defect shall be cleared if in five consecutive VC-n frames any pattern other
than the "00000000" is detected in byte C2.

VC-11, VC-12, VC-2: The unequipped defect (AUNEQ) shall be detected if five consecutive VC-m (m = 11, 12, 2) frames
contain the "000" pattern in bits 5 to 7 of byte V5. The dUNEQ defect shall be cleared if in five consecutive VC-m
frames any pattern other than the "000" is detected in bits 5 to 7 of byte V5.

NOTE — Some regional standards require a burstproof algorithm of the UNEQ defect.
2.2.2.3 Signal label processing: VC-AlSdefect (dAIS)

Basic function sink direction
Byte C2/bits V5[5-7] signal label (TSL) is recovered from the CP.

VC-3, VC-4: The VC-AIS defect will be detected by monitoring byte C2 for code "all-ONES". If five consecutive frames
contain the "all-ONES" pattern in C2, the dAIS defect shall be declared. dAIS shall be cleared if in five consecutive
frames any pattern other than the "all-ONES' is detected in C2.

VC-11, VC-12, VC-2: The VC-AIS defect will be detected by monitoring bits 5 to 7 of byte V5 for code "all-ONEs". If

five consecutive frames contain the "all-ONES" pattern in V5[5-7], the dAIS defect shall be declared. dAIS shall be

cleared if in five consecutive frames any pattern other than the "all-ONEs" is detected in the V5[5-7].

NOTE 1 — Equipment designed prior to this Recommendation may be able to perform VC-AIS detection either as specified above

with "frames" being replaced by "samples (not necessarily frames)", or by a comparison of the accepted signal labellwitleshe al
pattern. If the accepted signal label is not equal to all-ones, the VC-AIS defect is cleared.

NOTE 2 — In networks that do not support/allow the transport ofilf-m signals with tandem connection overhead, VC-AIS
defect is not defined and VC-AIS defect is assumed to be false.
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2224 Trail traceidentifier processing and Trace | dentifier Mismatch defect (dTIM)

Basic function sour ce direction
The generation of Trail Trace Identifier (TTI) isoptional and in the province of regional standards.

For the case TTI generation is not required, the contents of the JO/J1/J2 byte is not configurable.

NOTE 1 - In order to distinguish between unequipped and supervisory unequipped, the fixed code 00000000 in J1/J2 should not be
used in the supervisory unequipped termination source function.

For the case TTI generation is required, the TTI information derived from the management reference point (MI_TxTI) is
placed in the JO/J1/J2 byte position.

Basic function sink direction
Byte JO/J1/J2 trail trace identifier (TTI) isrecovered from the CP.
The detection of a Trace Identifier Mismatch defect (dTIM) is optional and in the province of the regional standards.

For the case dTIM detection is not required, the receiver shall be able to ignore the received J0/J1/J2 values, and dTIM is
considered "false".

For the case dTIM detection is required, the following applies: The detection of dTIM is based on a comparison between
the expected TTI, configured via the management reference point (MI_EXTI), and the accepted TTI (AcTI). If dTIM
detection is disabled via an input ("Set") command (MI_TIMdis) at the management reference point, then dTIM is
considered "false".

NOTE 2 — Acceptance criteria and defect specification for the TTI is for further study to ensure integrighustdess to errors
for TIM.

NOTE 3 — A mismatch in the CRC-7 or TFAS signal of the 16-byte trace identifier results in the detection of the dTIM defect.
The accepted TTI shall be reported via the management point (M1_AcT]I) to the SEMF.
SEMF interface

JO: A TTI received by the SEMF viathe V reference point isa 1- or 16-byte string. The handling of a string shorter than
16 bytesisfor further study.

J1: A TTI received by the SEMF viathe V reference point is a 16- or 64-byte string. The handling of a string shorter than
16 or 64 characters, respectively, isfor further study.

J2: A TTI received by the SEMF via the V reference point is a 16-byte string. The handling of a string shorter than
16 charactersisfor further study.

If the expected TTI received by the SEMF is NULL, the TIM disable command at the management reference point is set
to "true"; otherwise, the TIM disable command (MI_TIMdis) is set to "false” for the corresponding atomic function.

NOTE 4 — Expected TTI NULL is a special value (empty string). It is not a 1-, 16- or 64-byte string with "0" charactersyor bina
"0000 0000".

2225 Excessiveerror and degraded signal defects (AEXC, dDEG)

For networks where the network operator assumes a Poisson distribution of errors, an excessive error defect and a
degraded signal defect are to be detected.

For networks where the operator assumes a bursty distribution of errors, a degraded signal defect is to be detected. The
excessive error defect, for this case, is assumed to be false.

The applicability of the two isin the province of the regional standards.

22251 Excessiveerror and degraded signal defects assuming Poisson distribution of errors

Excessive error and degraded signal defects are to be detected according to the following process:

An excessive error defect (dEXC) shall be detected if the equivalent BER exceeds a preset threshold of 107X, x = 3, 4

or 5. The excessive error defect shall be cleared if the equivalent BER is better than 10-(<+1),
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With BER = 107X the probability of defect detection within the measuring time shall be= 0.99.
With BER < 10-(**1) the probability of defect detection within the measuring time shall be< 106,
With BER = 10~ the probability of defect clearing within the measuring time shall be< 10-5.
With BER < 10-(**1) the probability of defect clearing within the measuring time shall be> 0.99.

A degraded signal defect (ADEG) shall be detected if the equivalent BER exceeds a preset threshold of 107X, x =5, 6, 7,
8 or 9. The degraded signal defect shall be cleared if the equivalent BER is better than 10—(x+1),

With BER = 10~* the probability of defect detection within the measuring time shall be= 0.99.
With BER < 10-(**1) the probability of defect detection within the measuring time shall be< 106,
With BER > 10~ the probability of defect clearing within the measuring time shall be< 1075,
With BER < 10-(**1) the probability of defect clearing within the measuring time shall be> 0.99.

Maximum detection and clearing time requirements for the BER calculations are listed in Table 2-2.

NOTE - The specification in the previous revision of this Recommendation could have been interpreted as listed in Table 2-3.

2.2.25.2 Excessiveerror and degraded signal defects assuming bur sty distribution of errors
The excessive error defect is not defined, and dEXC is assumed to be false.

The degraded signal defect (ADEG) shall be declared if DEGM consecutive bad intervals (interval is the 1 second period
used for performance monitoring) are detected. An interval is declared bad if the percentage of detected errored blocksin
that interval > degraded threshold (DEGTHR). The granularity for provisioning of the DEGTHR is for further study
since, for higher rate interfaces, one per cent is equal to a large number of blocks per frame. For example, in an STM-16
interface, 1% is equal to a step of 30 720 blocks/frame. One proposal has been to alow provisioning the DEGTHR as a
number of errored blocks rather than a percentage.

NOTE - For the case of dDEG in the MByer, the errored block is equal to a BIP violation.

The degraded signal defect shall be cleared if M consecutive good intervals are detected. An interval shall be declared
good if the percentage of detected errored blocksin that interval < DEGTHR.

The parameter DEGM shall be provisionable in the range 2 to 10. The parameter DEGTHR shall be in the range
0 < DEGTHR < 100%.

2.2.2.6 Remotedefect indication processing and Remote Defect I ndication defect (dRDI)

Basic function sour ce direction

The generation of RDI isrequired for bidirectional trail termination functions. The value inserted is the value received via
RI_RDI from the associated basic sink function.

NOTE 1 — For unidirectional trail termination functions not being paired with a termination sink function, the RDI sign@al outpu
should be inactive, but can be undefined in old equipment not explicitly supporting unidirectional transport.

NOTE 2 — For the case of STM-16/STM-64 MS-RDI, the above specification should be enhanced to support the use of these bits for
MS SPring APS during inactive RDI periods. For the case of higher and lower order path RDI, the above specification should be
enhanced to support the use of these bits for the transport of "RDI-LCD" as defined in Recommendation G.707. This is for furthe

study.

Basic function sink direction

Bits K2[6-8] are recovered from the CP for the case of an MSn_CP. Bit G1[5]/V5[8] is recovered from the CP for the
case of an Sn_CP/Sm CP.

MSn: If z consecutive STM-N frames contain the pattern "110" in K2[6-8], a dRDI defect shall be detected. The dRDI

defect shall be cleared if z consecutive STM-N frames contain any pattern other than "110" in K2[6-8]. z isin the range
of 3to 5. zisnot configurable.
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Table 2-2a/G.783 — Maximum detection time requirements for VC-4 and VC-3

Detector Actual BER
threshold | 13 1074 10°5 10°6 107 10-8 10-9
1073 10 ms
104 10 ms 100 ms
105 10 ms 100 ms 1s
106 10 ms 100 ms ls 10s
107 10 ms 100 ms 1s 10s 100 s
108 10 ms 100 ms ls 10s 100s 1000 s
1079 10 ms 100 ms 1s 10s 100 s 1000's 10000's
Table 2-2b/G.783 — Maximum detection time requirements
for VC-2, VC-12 and VC-11
Detector Actual BER
threshold | 153 104 105 106 107 10-8
10-3 40 ms
10~ 40 ms 400 ms
105 40 ms 400 ms 4s
106 40 ms 400 ms 4s 40s
107 40ms 400 ms 4s 40s 400 s
108 40 ms 400 ms 4s 40s 400 s 4000 s
Table 2-2¢/G.783 — Clearing time requirements
Detector Set/clear valuesassociated | Multiplex section VC-2
threshold with detector threshold VC-4 VC-12
VC-3 VC-11
1073 10¥104 10 ms 40 ms
104 107410° 100 ms 400 ms
10-5 1075106 1s 4s
106 10°910-7 10s 40s
107 107108 100 s 400's
108 10-8/10-° 1000s 4000 s
1079 10-910-10 10000's

Table 2-3/G.783 — Alternative interpretation of maximum
detection and clearing time requirements in previous revision
of this Recommendation

Detector threshold Multiplex section VC-2

VC-4 VC-12

VC-3 VC-11
103 10 ms 40 ms
104 100 ms 400 ms
105 1s 4s
106 10s 40s
1077 100's 400's
108 1000 s 4000 s
109 10000 s
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VC-3, VC-4: If z consecutive VC-n frames contain the value "1" in G1[5], a dRDI defect shall be detected. The dRDI
defect shall be cleared if z consecutive VC-n frames contain the value 0" in G1[5]. zis 3, 5 or 10. z isnot configurable.

VC-11, VC-12, VC-2: If z consecutive V C-n frames contain the value "1" in V5[8], a dRDI defect shall be detected. The
dRDI defect shall be cleared if z consecutive VC-n frames contain the value "0" in V5[8]. z is 3, 5 or 10. z is not
configurable.

The defect shall be cleared during an SSF condition.

2.2.2.7 Signal label processing: payload composition and payload mismatch defect (dPLM)
Basic function sour ce direction

The generation of payload identifier in the signal label is required. The value is bound to and represents the selected
(activated) adaptation function, as specified in Recommendation G.707.

Basic function sink direction
Byte C2/bits V5[5-7] signal label (TSL) isrecovered from the AP.

The detection of dPLM is based on a comparison between the expected TSL, representing the selected/activated
adaptation function, and the accepted TSL.

NOTE — Acceptance criteria and defect specification for the PLM is for further study to ensure integrighustdess to errors
for PLM.

The value of the signal label passed to the management system should be an accepted value rather than the received
value. The acceptance criteria are for further study.

The defect shall be cleared during a TSF condition.

The defect shall be suppressed (cleared) if theincoming TSL codeis™"1" (equipped non-specific).

2.2.2.8 Lossof Frame defect (dL OF)
STM-N signals: If the OOF state persists for [TBD] milliseconds, a Loss of Frame (LOF) state shall be declared. To
provide for the case of intermittent OOFs, the integrating timer shall not be reset to zero until an in-frame condition

persists continuously for [TBD] milliseconds. Once in a LOF state, this state shall be left when the in-frame state persists
continuously for [TBD] milliseconds.

NOTE — Time intervals [TBD] are for further study. Values in the range 0 to 3 ms have been proposed.

2 Mbit/s signal: See Recommendation G.706.
2229 HOVC Lossof Multiframe defect (dLOM)
If the multiframe alignment process (see 2.3.2) isin the OOM state and the H4 multiframe is not recovered within X ms,

a dLOM defect shall be declared. Once in a ALOM state, this state shall be exited when the multiframe is recovered
(multiframe alignment process enter the IM state). X shall be avauein therange 1 msto 5 ms. X is not configurable.

2.2.2.10 Lossof Pointer defect (dLOP)
AU-n dLOP: See Annex C.

TU-mdLOP: See Annex C.

2.2.2.11 AlSdefect (dAIS)
MSndAIS: SeeMSn_TT_Sk.
AU-n dAIS: See Annex C.
TU-mdAIS: See Annex C.

1.5 Mbit/s and 2 Mbit/s G.704 signal : See Recommendation G.775.
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2.2.2.12 TC Lossof Tandem Connection defect (dLTC)

VC-3, VC-4 TCM option 2: The function shall detect for the presence/absence of the tandem connection overhead in the
byte N1/N2 by evaluating the multiframe alignment signal in bits 7 and 8 of byte N1. The Loss of Tandem Connection
defect (ALTC) shall be detected if the multiframe alignment processisin the OOM state. The dLTC shall be cleared if the
multiframe alignment processisin the IM state.

VC-11, VC-12, VC-2: The function shall detect for the presence/absence of the tandem connection overhead in the byte
N1/N2 by evaluating the multiframe alignment signal in bits 7 and 8 of byte N2. The Loss of Tandem Connection defect

(dLTC) shall be detected if the multiframe alignment process is in the OOM state. The dLTC shall be cleared if the
multiframe alignment processisin the IM state.

2.2.2.13 TC unequipped defect (AUNEQ)

Byte N1/N2 is recovered from the CP.

VC-3, VC-4 TCM option 2: The unequipped tandem connection defect (AUNEQ) shall be detected if five consecutive
VC-n (n = 3, 4) frames contain the "00000000" pattern in byte N1. The dUNEQ defect shall be cleared if in five
consecutive VC-n frames any pattern other than the "00000000" is detected in byte N1.

VC-11, VC-12, VC-2: The uneguipped tandem connection defect (dUNEQ) shall be detected if five consecutive VC-n

(n= 11, 12, 2) frames contain the "00000000" pattern in byte N2. The dUNEQ defect shall be cleared if in five
consecutive VC-n frames any pattern other than the "00000000" is detected in byte N2.

2.2.2.14 TC Trace ldentifier Mismatch defect (dTIM)
Basic function Source direction

VC-3, VC-4 TCM option 2: The TTI information derived from the management reference point (MI_TxT]I) is placed in
the trace identifier bitsin bits 7 and 8 of byte N1.

VC-11, VC-12, VC-2: The TTI information derived from the management reference point (MI_TxTI) is placed in the
trace identifier bitsin bits 7 and 8 of byte N2.

Basic function Sink direction
VC-3, VC-4 TCM option 2: The Trail Trace Identifier (TTI) in bits 7 and 8 of byte N1 isrecovered from the CP.
VC-11, VC-12, VC-2: The Trail Trace Identifier (TTI) in bits 7 and 8 of byte N2 is recovered from the CP.

The detection of dTIM is based on a comparison between the expected TTI, configured via the management reference
point (MI_EXTI), and the accepted TTI (AcTI). If dTIM detection is disabled via an input ("Set") command
(MI_TIMdis) at the management reference point, then dTIM is considered "false".

NOTE 1 — Acceptance criteria and defect specification for the TTI is for further study to ensure integrighustdess to errors
for TIM.

NOTE 2 — A mismatch in the CRC-7 or TFAS signal of the 16-byte trace identifier results in the detection of the dTIM defect.
The accepted TTI shall be reported via the management point (M1_AcT]I) to the SEMF.

The Trace Identifier Mismatch defect (dTIM) shall be detected and cleared within a maximum period of 1s in the
absence of bit errors. The defect shall be cleared during the receipt of SSF.

SEMF interface

A TC TTI received by the SEMF viathe V reference point is a 16- or 64-character string. The handling of a string shorter
than 16 or 64 characters, respectively, isfor further study.
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If the expected TTI received by the SEMF is NULL, the TIM disable command at the management reference point is set
to "true"; otherwise, the TIM disable command (M1_TIMdis) is set to "false” for the corresponding atomic function.

NOTE 3 — Expected TTI NULL is a special value (empty string). It is not a 16- or 64-byte string with "0" characters or binary
0000 0000".

2.2.2.15 TC Remote Defect Indication defect (dRDI)

VC-3, VC-4 TCM option 2: The function shall detect for a TC remote defect indication defect condition by monitoring the
RDI signal. dRDI shall be detected if five consecutive N1 [8] [73] contain the value "1". dRDI shall be cleared if five
consecutive N1[8][ 73] contain the value "0". The defect shall be cleared during an SSF condition.

VC-11, VC-12, VC-2: The function shall detect for a TC remote defect indication defect condition by monitoring the RDI
signal. dRDI shall be detected if five consecutive N2[8][73] contain the value "1". dRDI shall be cleared if five
consecutive N2[8][ 73] contain the value "0". The defect shall be cleared during an SSF condition.

2.2.2.16 TC Remote Outgoing VC defect (dODI)

VC-3, VC-4 TCM option 2. The TC remote outgoing VC defect (dODI) shall be detected if five consecutive
bits N1[7][74] contain the value "1". dODI shall be cleared if five consecutive N1[7][74] contain the value "0". The
defect shall be cleared during an SSF condition.

VC-11, VC-12, VC-2: The TC remote outgoing VC defect (dODI) shall be detected if five consecutive bits N2[7][74]
contain the value "1". dODI shall be cleared if five consecutive N2[7][74] contain the value "0". The defect shall be
cleared during an SSF condition.

2.2.2.17 TC Incoming AlSdefect (dIncAlS)

VC-3, VC-4 TCM Option 2: The TC incoming AlS defect (dincAlS) shall be detected if five consecutive frames contain
the "1110" pattern in the IEC bits (N1[1-4]). dincAlS shall be cleared if in five consecutive frames any pattern other than
the"1110" is detected in the |EC hits.

NOTE - Bits 1 to 4 of byte N1 support two applications: conveying the incoming error information and conveying the incoming AIS
information to the TC tail end. Codes 0000 to 1101, 1111 represent IncAlS is false, code 1110 represents IncAlIS is true.

VC-11, VC-12, VC-2: The TC incoming AlS defect (dIncAlS) shall be detected if five consecutive frames contain the " 1"
in bit 4 of byte N2. dincAlS shall be cleared if in five consecutive frames value "0" is detected in bit 4 of byte N2.

2.2.2.18 Transmit Fail (dTF)
See Recommendation G.958.

2.2.2.19 Transmit Degrade (dTD)
See Recommendation G.958.

223 Consequent actions

This subclause presents in generic terms the generation and control of the set of consequent actions. Specific details are
presented in each atomic function.

After adefect3 is detected, one or more of the following consequent actions may be requested:
— all-ONEs (AIS) insertion;

— RDlinsertion;

— RElinsertion;

— ODl insertion;

— OElinsertion;

— unequipped signal insertion;

3 For the case of REI, it is after anomaly detection.

Recommendation G.783  (04/97) 41



— generation of "Server Signal Fail (SSF)" signal;
— generation of "Trail Signal Fail (TSF)" signal;

— generation of "Trail Signal Degrade (TSD)" signal.

Figure 2-5 shows how the aAlS, aRDI and aREI consequent action request signals control the associated consequent
actions: insertion of all-ONEs, insertion of RDI code and insertion of REI value. Figure 2-5 also shows the location of
aSSF, aTSF and aTSD consequent action requests.

Certain detected near-end defects cause the insertion of the all-ONEs signal in trail termination sink functions. Detected
defects cause the insertion of the all-ONEs signal in adaptation sink functions. The reception of a Server Signal Fall
(SSF) indication causes the insertion of all-ONEs in the adaptation source.

In cases where the all-ONEs signal is inserted either in a trail termination sink or in the previous adaptation sink function,
the RDI code is inserted in the associated trail termination source signal. That is, the RDI code is inserted on detected
defects or the reception of an SSF indication in a trail termination sink function (aRDI).

Every frame, the number of detected EDC violations (aREI) in the trail termination sink function is inserted in the REI
bits in the associated trail termination source signal.

A connection function inserts the unequipped VC signal at one of its outputs if that output is not connected to one of its
inputs.
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2 | l
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Figure 2-5/G.783 — Consequent action control: AlS, RDI and REI
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2231 Alarm Indication Signal (AlS)

The al-ONEs (AlS) signal replaces the received signal under certain detected near-end defect conditions in order to
prevent downstream failures being declared and alarms being raised. See Appendix IV for a description of the application
and the insertion control.

Specific details with respect to all-ONEs (AlS) insertion are defined in the individual atomic functions. Generically, the
logic equations and the time requirement for the all-ONEs (aAlS) insertion request are:

Adaptation sink functions: 8AlS — dPLM or dAIS/AI_TSF or dLOA

NOTE 1 — dLOA represents either dLOF, or dLOM or dLOP, whichever is applicable in the atomic function.

NOTE 2 — Certain adaptation sink functions do not detect dAIS. To ensure that the adaptation sink function is awarepifdine rece
of the all-ONEs signal, the termination sink function (which inserted the all-ONEs signal on detected defect conditioss)h@form
adaptation sink about this condition by means of the Al_TSF signal. In such a case the dAIS term, in the aAlS exprgdaited is re
by Al_TSF.

NOTE 3 — In the case of 45 Mbit/s interface, the AIS signal is defined in Recommendation M.20.

Termination sink functions: aAlS ~ dAISor dUNEQ/ALOS or dTIM

NOTE 4 — The term dAIS is applicable for the MS_TT function. The term dLOS is applicable for physical section layer termination
functions while dUNEQ represents a similar condition for the (SDH) path layers.

Adaptation source functions: aAlS — CI_SSF

The termination sink, and adaptation sink and source functions shall insert the al-ONEs (AlS) signal within
2 (multi)frames after AIS request generation (aAlS), and cease the insertion within 2 (multi)frames after the AIS request
has cleared.

2.2.3.2 Remote Defect Indication (RDI)

If the all-ONEs signal is inserted either in a trail termination sink or in the previous adaptation sink function, the RDI
codeisinserted in the associated trail termination source signal. See Appendix |11 for a description of the RDI application
and the insertion control.

Specific details with respect to RDI insertion are defined in the individual atomic functions. Generically, the logic
eguations and the time requirement for the RDI insertion is:

Termination sink functions: aRDI ~ dAIS/CI_SSF or dUNEQ or dTIM

Supervisory termination sink functions: aRDI ~ Cl_SSFor dTIM

NOTE 1 — Some trail termination functions do not detect dAIS. To ensure that the trail termination function is awareeyitite rec

of the all-ONEs signal, the server layer (which inserted the all-ONEs signal on detected defect conditions) informs leneeiclient
about this condition by means of the CI_SSF signal. In such a case the dAIS term, in the aRDI expression, is replaced by CI_SSF
NOTE 2 — For the case of supervisory-unequipped termination functions, dUNEQ cannot be used to activate aRDI; an expected

supervisory-unequipped VC signal will have the signal label set to all-0s, causing a continuous detection of dUNEQ. lippedinequ
VC signal is received, dTIM will be activated and can serve as a trigger for aRDI instead of dUNEQ.

Upon the declaration of aRDI the termination sink function shall activate RI_RDI (RI_RDI = true) within
2 (multi)frames, and deactivate RI_RDI (RI_RDI = false) within 2 (multi)frames after the RDI request has cleared.

The trail termination source function shall insert the RDI code within X (multi)frames after the RDI request generation
(RI_RDI) in the trail termination sink function. It ceases RDI code insertion within X (multi)frames after the RDI request
has cleared.

NOTE 3 — RDI is undefined and should be ignored by the receiver (TT_Sk) for the case of a unidirectional trail.

NOTE 4 — The value of X is for further study. X = 0 (immediate) is used in previous versions of this Recommendation.
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2233 RemoteError Indication (REI)

Every frame, the number of detected EDC violations in the trail termination sink function isinserted in the REI bitsin the
signal generated by the associated trail termination. See Appendix Il for a description of the REI application and the
insertion control.

Specific details with respect to REIl insertion are defined in the individual atomic functions. Genericaly, the logic
equations and the time requirement for the REI insertion is:

Termination sink function: aREl « "number of error detection code violations"

Upon the declaration of aREIl the termination sink function shall activate RI_REI (RI_REI = true) within 2 (multi)frames,
and deactivate RI_REI (RI_REI = false) within 2 (multi)frames after the REI request has cleared.

The trail termination source function inserts the REI value in the next REI bit(s).

NOTE — REl is undefined and should be ignored by the receiver (TT_Sk) for the case of a unidirectional trail.

2234 Server Signal Fail (SSF)

SSF signals are used to forward the defect condition of the server to the client in the next (sub)layer, to:

— prevent defect detection in layers without incoming AIS detectors in trail termination sink functions (e.g. S4_TT,
S12_TT);

— report the server signal fail condition in layers without incoming AlS detectors in trail termination sink functions;
— control the link connection AIS (e.g. AU_AIS) insertion in adaptation source functions;

— initiate protection switching/restoration in the (protection-)connection function.

Specific details with respect to SSF generation are defined in the individual atomic functions. Generically, the logic
equations and the time requirement for the SSF generation is:

Adaptation sink function: aSSF— dPLM or dAIS/AI_TSF or dLOA

NOTE 1 - In case the adaptation function does not detect the AIS defect, the dAIS term will be replaced by Al_TSF getierated by
previous TT_SKk.

NOTE 2 — The term dLOA is the general indication for dLOF, dLOM or dLOP, whichever is applicable.

Upon the declaration of aSSF the function shall activate Cl_SSF (Cl_SSF = true) within X (multi)frames, and deactivate
Cl_SSF (Cl_SSF = fase) within X (multi)frames after the SSF request has cleared.

NOTE 3 — The value of X is for further study. X = 0 (immediate) is used in previous versions of this Recommendation.
2235 Trail Signal Fail (TSF)

TSF signals are used to forward the defect condition of the trail to the:

— adaptation sink function, to control all-FONEs (AIS) insertion in the function, when the function does not perform
AIS defect detection; e.g. in S12/P12x_A_Sk.

Specific details with respect to TSF generation are defined in the individual atomic functions. Generically, the logic
equations and the time requirement for the TSF generation is:

Termination sink function: aTSF — dAIS/CI_SSF or dUNEQ/dLOS or dTIM

Supervisory termination sink function: aTSF~ Cl_SSF or dTIM
NOTE 1 — Some trail termination functions do not detect dAIS. To ensure that the trail termination function is awareeyitite rec

of the all-ONEs signal, the server layer (which inserted the all-ONEs signal on detected defect conditions) informs leneeiclient
about this condition by means of the aSSF signal. In such a case the dAIS term, in the aTSF expression, is replaced by aSSF.
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NOTE 2 — For the case of supervisory-unequipped termination functions, dUNEQ cannot be used to activate; an expected
supervisory-unequipped VC signal will have the signal label set to all-Os, causing a continuous detection of dUNEQ. lippedinequ
VC signal is received, dTIM will be activated and can serve as a trigger for aTSF instead of dUNEQ.

Upon the declaration of aT SF the function shall activate Al_TSF (Al_TSF = true) within X (multi)frames, and deactivate
Al_TSF (Al_TSF = false) within X (multi)frames after the TSF request has cleared.

NOTE 3 — The value of X is for further study. X = 0 (immediate) is used in previous versions of this Recommendation.

2.2.3.6 Trail Signal Fail protection (T SFprot)

TSFprot signals are used to forward the defect condition of the trail to the:
—  protection-connection function in the trail protection sublayer, to initiate trail protection switching in that function;

— connection function in the same layer which performs a non-intrusively monitored SNC (SNC/N) protection scheme,
to initiate SNC protection switching in that function.

Specific details with respect to TSFprot generation are defined in the individual atomic functions. Generically, the logic
equations and the time requirement for the TSF generation is:

Termination sink function: aTSFprot— aTSF or dEXC

NOTE 1 — aTSFprot and aTSF will be identical for network elements that support error defects assuming bursty distribrotion of er
For such networks, dEXC is assumed to be permanently false (see 2.2.2.5.2).

Upon the declaration of aT SFprot the function shall activate Al_TSFprot (Al_TSFprot = true) within X (multi)frames,
and deactivate Al_TSFprot (Al_TSFprot = false) within X (multi)frames after the TSFprot request has cleared.

NOTE 2 — The value of X is for further study. X = 0 (immediate) is used in previous versions of this Recommendation.

2.2.3.7 Trail Signal Degrade (TSD)

TSD signals are used to forward the signal degrade defect condition of the trail to the:
—  protection-connection function in the trail protection sublayer, to initiate trail protection switching in that function;

— connection function in the layer to initiate subnetwork connection protection switching in that function for the case
of a non-intrusive monitored SNC (SNC/N) protection scheme.

Specific details with respect to TSD generation are defined in the individual atomic functions. Generically, the logic
equations and the time requirement for the TSD generation is:

Termination sink function: aTSsSD - dDEG

Upon the declaration of aTSD the function shall activate AI_TSD (AI_TSD = true) within X (multi)frames, and
deactivate Al_TSD (Al_TSD = false) within X (multi)frames after the TSD request has cleared.

NOTE — The value of X is for further study. X = 0 (immediate) is used in previous versions of this Recommendation.

2.2.3.8 Outgoing Defect Indication (ODI)

Specific details with respect to ODI insertion are defined in the individual atomic functions. Genericaly, the logic
equations and the time requirement for the ODI insertion is:

Termination sink functions: aODI ~ CI_SSF or dUNEQ or dTIM or dincAlSordLTC

Upon the declaration of aODI the termination sink function shall activate RI_ODI (RI_ODI = true) within 2 multiframes,
and deactivate RI_ODI (RI_ODI = false) within 2 multiframes after the ODI request has cleared.
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The function shall insert the ODI code within X multiframes (9.5 ms/38 ms) after the ODI request generation (RI_ODI)
in the tandem connection trail termination sink function. It ceases ODI code insertion at the first opportunity after the
ODI request has cleared.

NOTE 1 — ODI is undefined and should be ignored by the receiver (TT_Sk) for the case of a unidirectional TC trail.

NOTE 2 — The value of X is for further study.

2.2.39 Outgoing Error Indication (OEI)

Every frame, the number of detected EDC violationsin the VC signa in the TC trail termination sink function is inserted
in the OEI bit in the signal generated by the associated TC trail termination.

Specific details with respect to OEIl insertion are defined in the individual atomic functions. Generically, the logic
eguations and the time requirement for the OEI insertion is:

TC Termination sink function: aOEl ~ "number of error detection code violationsin the VC"

Upon the declaration of aOEl the termination sink function shall activate RI_OEI (RI_OEI = true) within 2 (multi)frames,
and deactivate RI_OEI (RI_OEI = false) within 2 (multi)frames after the OEI request has cleared.

The trail termination source function inserts the OEl vaue in the next OEI bit.

NOTE — OEl is undefined and should be ignored by the receiver (TT_SKk) for the case of a unidirectional TC trail.

2.2.3.10 Unequipped Virtual Container (VC) signal
Unequipped indicating signals are generated by (virtual) connection functions.

If the output of a VVC connection function is not connected to an input of that VC connection function, the VC originates
at that connection function. In this case an unequipped V C shall be generated by the connection function.

NOTE - In cases where a VC originates at a "terminal multiplexer" or "line system" network element which has only a lirhged num

of tributary port units (containing the path termination functions) installed, the STM-N aggregate signal could contaieduvi@sfin

To prevent such conditions, which cause failures and alarms, an unequipped VC or supervisory-unequipped VC should be inserted i
the unoccupied VC time slots.

224 Defect correlations

This subclause presents in generic terms the defect correlations within trail termination, adaptation and connection
functions. Specific details are presented in each atomic function. See 1.10 for a description of the applied specification
technique.

Since all of the defects will appear at the input of the defect correlation filter (Figures 2-1 and 2-2), it provides correlation
to reduce the amount of information offered to the SEMF. Table 2-1 lists the transmission fault cause indications that will
be provided by the atomic functions.

A fault may cause multiple defect detectors to be activated. To determine, from the activated defects, which fault is
present, the activated defects are correlated to obtain the fault cause.

The cZZZ fault causes (correlated defects) shall be activated if the expression is true. cZZZ shall be deactivated if the
expression isfalse.

2.24.1 Termination sink functions

Trail termination sink: CUNEQ ~ dUNEQ and MON

SQupervisory trail termination sink: CUNEQ ~ dUNEQ and dTIM and (AcTI = all "0"s) and MON
Trail termination sink: cTIM dTIM and (not dUNEQ) and MON

SQupervisory trail termination sink: cTIM dTIM and not (dUNEQ and AcTI = all "0"s) and MON
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cDEG ~ dDEG and (not dTIM) and MON

cRDI ~ dRDI and (not dUNEQ) and (not dTIM) and RDI_Reported and MON
CcSSF ~ aSSK/dAISand MON

cLOS ~ dLOS and MON

cAIS ~ dAlISand AlS Reported and MON

The reporting of the following defects is an option: AIS, RDI, ODI. These defects are "secondary defects' in that they are
the result of a consequent action on a"primary defect" in another network element.

Example: A single STM-16 LOS defect (dLOS) may cause a few thousand AlS defects (e.g. AU4dAISs, TU12dAISs) to
be detected in the network and about one thousand RDI defects (e.g. MS16dRDI, VC4dRDIs, VC12dRDIs).

It shall therefore be an option to report AlS, RDI, or ODI as afault cause. Thisis controlled by means of the parameters
AlS_Reported, RDI_Reported, and ODI_Reported, respectively. The default for these parametersis "false".

NOTE 1 — dUNEQ, dTIM, dDEG and dRDI are cleared during an SSF/TSF condition.

NOTE 2 — In the MS_TT function, defects of the server layer are detected by dAIS from the K2 byte and not through SSF.

NOTE 3 — By default, AIS as such is not reported. Instead trail terminations shall report (as an option) that the seriagte(iager
pass the signal (Server Signal Fail) if they receive the all-ONEs (AIS) signal. This reduces the declaration of "AlStéadnes"
failure (fSSF) at the Trail Termination NE. No failures are generated at intermediate nodes in the (long) trail.

NOTE 4 — Refer to 2.2.1 for a MON description.

NOTE 5 — The detection of an unequipped VC signal is possible in a termination supervisory sink function despite both the
supervisory-unequipped VC signal and the unequipped VC signal having signal label code "0". A trace identifier mismatch will be
detected with the accepted trace identifier being all-ZEROs. This combination is the signature of the reception of andud€quippe

2242 Adaptation sink function

cPLM ~ dPLM and (not aT SF)
cAIS ~ dAlSand (not aTSF) and (not dPLM) and AlS_Reported
cLOA « dLOA and (not dAIS) and (not dPLM)

It shal be an option to report AlS as a fault cause. This is controlled by means of the parameter AIS _Reported. The
default shall be AIS_Reported = false.

NOTE 1 — dLOA represents dLOF, dLOP or dLOM, whichever is applicable.

NOTE 2 — The specification of the Pointer Interpreter algorithm is such that either dAIS or dLOP can be declared, ndieboth at t
same time. Refer to Annex C.

2.2.4.3 Connection function

cFOP  ~ dFOPand (not CI_SSF)

225 One second window for performance monitoring

The one second filters perform a simple integration of reported anomalies and defects by counting during a one-second
interval. At the end of each one-second interval the contents of the counters is made available to the performance
monitoring processes within the SEMF for further processing (see clause 5/G.784). Generically the following (superset
of) counter outputs will be provided:

near-end/far-end/outgoing errored block counts (e.g. HO path, LO path), or BIP violation counts (e.g. MS section);
— near-end/far-end/outgoing defect seconds;

—  pointer justification counts;

—  protection switch counts and protection switch seconds;

— out-of-frame seconds.
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This subclause presents in generic terms the performance monitoring primitive generation within atomic functions.
Specific details are presented in each atomic function.

2.25.1 Near-end Errored Block Count (pN_EBC)

VC-11, VC-12, VC-2, VC-3, VC-4: Every second, the number of errored near-end blocks (N_Bs) within that second is
counted as the Near-end Error Block Count (pN_EBC).

A "Near-end Block" (N_B) is errored if one or more EDC violations are detected.

For backward compatibility the specification is as follows: Every second, the number of EDCVs is counted and
"trandlated" into the pN_EBC according to Annex C/G.826.

MSL, M3, MS16: Every second, the number of BIP violations within that second is counted as the Near-end Error Block
Count (pN_EBC).

RS1: Every second, the number of errored near-end blocks within that second is counted as the Near-end Errored Block
Count (pN_EBC).

A "Near-end Block"(N_B) is errored (nN_B) if one or more EDC violations are detected.

R, RS16: The definition of pN_EBC isfor further study.

2.25.2 Near-end Defect Second (pN_DS)

Every second with at least one occurrence of aT SF (e.g. Cl_SSF, dAIS, dTIM, dUNEQ) or dEQ shall be indicated as a
Near-end Defect Second (pN_DS).

pN_DS ~ aTSF or dEQ

2253 Far-end Errored Block Count (pF_EBC)

VC-11, VC-12, VC-2, VC-3, VC-4: Every second, the number of errored far-end blocks (F_Bs) within that second is
counted as the Far-end Error Block Count (pF_EBC).

A "Far-end Block" (F_B) iserrored if the REI count indicates one or more errors.

For backward compatibility the specification is as follows: Every second, the number of errors conveyed back via REI is
counted and "trandlated" into the pF_EBC according to Annex C/G.826.

MSL, M4, MS16: Every second, the number of BIP violations conveyed via REI within that second is counted as the
Far-end Error Block Count (pF_EBC).

2.25.4 Far-end Defect Second (pF_DS)
Every second with at least one occurrence of dRDI shall be indicated as a Far-end Defect Second (pF_DS).
pF DS ~ dRDI

2.255 Out-of-Frame Seconds (pOFS)

An Out-of-Frame Second (pOFS) is a second in which the frame alignment process was in the OOF state for the full or a
part of that second.

2.25.6 Protection Switch Count (pPSC)

The definition of Protection Switch Count (pPSC) is for further study.

2.25.7 Protection Switch Second (pPSSw, pPSSp)

The definition of Protection Switch Second (pPSSw, pPSSp) is for further study.
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2.25.8 Pointer Justification Counts (pPJC+, pPJC-)

A positive Pointer Justification Count (pPJC+) is a count of the number of Generated Pointer Increments in a one-second
period.

A negative Pointer Justification Count (pPJC-) is a count of the number of Generated Pointer Decrements in a
one-second period.

NOTE — pPJC is the input for the 15-minute and 24-hour PJE (Pointer Justification Event) counts.

2.3 Generic processes

231 STM-N frame alignment

The frame alignment shall be found by searching for the A1, A2 bytes contained in the STM-N signal. The framing

pattern searched for may be a subset of the A1 and A2 bytes contained in the STM-N signal. The frame signal shall be
continuously checked with the presumed frame start position for the alignment. If in the In Frame state (1F), the maximum

Out of Frame (OOF) detection time shall be 625 ps for a random unframed signal, the algorithm used to check the
alignment shall be such that, under normal conditions; & (P0isson type) error ratio will not cause a false OOF more

than once per 6 minutes. If in the OOF state, the maximum frame alignment time shall be 250 ps for an error-free signal

with no emulated framing patterns, the algorithm used to recover from the OOF state shall be such that, the probability
for false frame recovery with a random unframed signal shall be no more titgred@50 s time interval.

232 Lower order VC-1, VC-2 multiframe alignment

If the TUG structure contains TUG-2s, the 360 (multi)frame start phase shall be recovered performing multiframe
alignment on bits 7 and 8 of byte H4. Out of Multiframe (OOM) shall be assumed once when an error is detected in the
H4 bits 7 and 8 sequence. Multiframe alignment shall be assumed to be recovered, and the In Multiframe (IM) state shall
be entered, when in four consecutive W@ames an error free H4 sequence is found.

233 STM-N scrambling and descrambling

Scrambling is performed according to Recommendation G.707, which excludes the first row of the STM-N RSOH
(9 x N bytes, including the Al, A2, JO and bytes reserved for national use or future international standardization) from
scrambling.

Descrambling is performed according to Recommendation G.707, which excludes the first row of the STM-N RSOH
(9 x N bytes, including the A1, A2, JO and bytes reserved for national use or future international standardization) from
descrambling.

234 Tandem connection multiframe alignment

VC-3, VC-4: Multiframe alignment shall be performed on bits 7 and 8 of byte N1 to recover the TTI, RDI, and ODI
signals transported within the multiframed bits. The multiframe alignment shall be found by searching for the pattern
"1111 1111 1111 1110" within the bits 7 and 8 of byte N1. The signal shall be continuously checked with the presumed
multiframe start position for the alignment.

NOTE — The frame alignment process described above for the VC-4 and VC-3 is only applicable for TCM option 2.

VC-11, VC-12, VC-2: Multiframe alignment shall be performed on bits 7 and 8 of byte N2 to recover the TTI, RDI, and
ODI signals transported within the multiframed bits. The multiframe alignment shall be found by searching for the pattern
"1111 1111 1111 1110" within the bits 7 and 8 of byte N2. The signal shall be continuously checked with the presumed
multiframe start position for the alignment.

Frame alignment is deemed to have been lost [entering Out of Multiframe (OOM) state] when two consecutive FAS are
detected in error (i.e. 1 error in each FAS).

Frame alignment is deemed to have been recovered [entering In Multiframe (IM) state] when one non-errored FAS is
found.

Recommendation G.783  (04/97) 49



235 Tandem connection BIP compensation

VC-3, VC-4: The VC-3/4 BIP-8 (byte B3) shall be compensated for the addition/removal of tandem connection overhead
according to therule found in D.4/G.707 and illustrated in Figure 2-6.

D

B3[i](t-1) B3[i]'(t-1) B3[i](t)
B3 B3 B3[i]'(t)
N1[ij(t-1)
N1 N1
frame t-1 incoming frame t incoming
B3 [— B3
N1{i}'(t-1)
N1 N1
frame t-1 outgoing frame t outgoing

T1525420-97/d018

Figure 2-6/G.783 — B3[i], i = 1...8 compensating process
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VC-11, VC-12, VC-2: The VC-1/2 BIP-2 (in bits 1 and 2 of byte V5) shall be compensated for the addition/removal of
tandem connection overhead according to the rule found in E.4/G.707 and illustrated in Figure 2-7.

| 2
A A
V5[1](t-1) V5[1]'(t-1) V5[1](t) V5[1]'(t)
V5 V5
V5’ Vs
N2 [— N2
N2[1](t-1)
N2[3](t-1)
N2[5)(t-1) NZ _NZ[l]’(t—l) i
N2[7](t-1) N2[3](t-1)
N2[5]'(t-1)
N2[7](t-1)
frame t-1 frame t
incoming incoming
frame t-1 frame't
outgoing outgoing

T1525430-97/d019

Figure 2-7/G.783 — V5[1-2] compensating process

Recommendation G.783  (04/97) 51



2.3.6 Tandem connection BI P violation deter mination

VC-3, VC-4: Even hit parity shall be computed for each bit n of every byte of the preceding HOV C and compared with
bit n of B3 recovered from the current frame (n = 1 to 8 inclusive). A difference between the computed and recovered B3
values shall be taken as evidence of one or more errors in the computation block (ON_B). The magnitude (absolute
value) of the difference between this calculated number of errors and the number of errors written into the IEC (see Table
D.5/G.707) at the trail termination source shall be used to determine the error performance of the tandem connection for
each transmitted VC-n (Figure 2-8). If this magnitude of the difference is one or more, an errored TC block is detected

(N_B).

NOTE — The B3 data and the IEC read in the current frame both apply to the previous frame.

frame t-1 frame t

BIP-8
B3 computing B3
> Compare
N1
BIP-8 N1
T1525440-97/d020
VC-n BIP-8
violations Difference
Errored TC BIP-8
Block violations
Errored
RI_OEI
- Block
RI_REI

Figure 2-8/G.783 — TC and BIP-8 computing and comparison
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VC-11, VC-12, VC-2: Even BIP-2 is computed for each bit pair of every byte of the preceding VC-1/2 including V5 and
compared with bit N2 and 2 of V5 recovered from the current frame. A difference between the computed and recovered
BIP-2 valuesis taken as evidence of one or more errors (ON_B) in the computation block. See Figure 2-9.

frame t-1

V5

BIP-2

computing

v

N2

frame t

Compare (——

V5

VC-1/2 BIP-2
violations

Errored

Block

v

aOEl

Compare  ——

N2

TC-1/2 BIP-2
violations

Errored

Block

> BIP-2

Figure 2-9/G.783 — TC-1/2 and VC-1/2 BIP-2 computing and comparison

v

aREl

T1525450-97/d021
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237 V C-3/4 tandem connection incoming error code deter mination

Even BIP-8 shall be computed for each bit n of every byte of the preceding VC-n (n = 3, 4) including B3 and compared
with byte B3 recovered from the current frame. A difference between the computed and recovered BIP-8 values shall be
taken as evidence of one or more errors in the computation block, and shall be inserted in bits 1 to 4 of byte N1 (Figure 2-
10, Table D.2/G.707). If SF condition is present, code "1110" for option 2 TCM and code "1111" for option 1 TCM shall
be inserted in bits 1 to 4 of byte N1 instead of the number of incoming BIP-8 violations.

NOTE — Zero BIP-8 violations detected in the tandem connection incoming signal must be coded with a non-all-ZEROs IEC code.
This allows this IEC field to be used at the TC trail end as differentiator between TC incoming unequipped VC and unequipped TC

frame t-1

frame t
BIP-8
B computing B3
> Compare
N1 BIP-8 N1
T1525460-97/d022
Figure 2-10/G.783 — HTC-IEC computing and insertion
3 SDH physical layer

The atomic functions defining the SDH physical interface layer are described below. They describe the physical and
logical characteristics of the optical and electrical interfaces used within SDH equipment at the ES1 CP or OSh_CP
(wheren =1, 4, 16, 64) as specified in Recommendations G.703, G.707, G.957. See Figures 3-1 and 3-2.

SD_CI_CK RSn_Cl RSn_ClI
; OSn/RSn ; ; OSn/RSn ;
OoSsn_Al OSn_Al
\osn / Nosn

0oSn_ClI f/_% gn_m

osn_ClI Oosn_Cl

T1525470-97/d023

Figure 3-1/G.783 — STM-N optical section atomic functions
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SD_CI_CK RS1_CI RS1_CI

A A \/

ES1/RS1 ES1/RS1
ES1_Al ES1_Al
ES1 ES1
ES1_Cl ES1_Cl

< ES1

ES1_CI ES1_CI
T1525480-97/d024

Figure 3-2/G.783 — STM-1 electrical section atomic functions

STM-N electrical/optical section layer CP

Characteristic information OSn_Cl ES1 CI of the layer CP is a digital, optical or electrical (coded) signal of defined
power, bit rate, pulse width and wavelength. A range of such characteristic signals are defined.

The optical interface signals are specified in Recommendation G.957. The electrical interface signals are specified in
Recommendation G.703.

Relationship to previous versions of Recommendation G.783

The 1994 version of Recommendation G.783 refers to the SPI basic function. Table 3-1 shows the relationship between
the basic functions and the atomic functions in the SDH Physical Layer.

Table 3-1/G.783 — SDH Physical Layer basic and atomic functions

Basic function Atomic function

SPI osn TT
ESLTT

OSWRSn_A
ESI/RSL A

3.1 Connection

Not applicable. There are no connection functions defined for this layer.
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3.2 Termination: OSn_ TTand ESn_ TT

321 STM-N optical section trail termination source (OSn_TT_S0)

Symbol
See Figure 3-3.
osn_Al
0OSn_TT_So_MI
T1525490-97/d025
osn_Cl
Figure 3-3/G.783 — O8_TT_So symbol
I nterfaces
See Table 3-2.
Table 3-2/G.783 — O8_TT_So input and output signals
Input(s) Output(s)
Osn_Al_Data Osn_CI_Data
OSn_TT_So_MI_cTD
0OSn TT_So_MI_cTF
Processes

Data at the RSn_CP is fully formatted STM-N data as specified in Recommendation G.707. Data is presented together
with associated timing at the RSn_CP by the RSn_TT_So function. The termination function conditions the data for

transmission over the optical medium and presentsit at the OSn_CP.

Defects

Parameters relating to the physical status of the interface such as transmit fail or transmit degraded shall be reported at the

OSn_TT_So_MP. For optical systems, these defect parameters are specified in 2.2.

Consequent actions

None.

Defect correlations

cTD ~ dTD and (not dTF)
CTF ~ dTF
Performance monitoring

None.
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322 STM-N optical section trail termination sink OSn_TT_Sk

Symbol
See Figure 3-4.
osn-Al
OSn_TT_Sk_MI
T1525500-97/d026
osn_Cl
Figure 3-4/G.783 — O8_TT_Sk symbol
I nterfaces
See Table 3-3.
Table 3-3/G.783 — O8_TT_Sk input and output signals
Input(s) Output(s)
Osn_ClI_Data Osn_Al_Data
OSn_Al_TSF
OSn_TT_Sk_MP_PortMode OSn_TT_Sk_MI_cLOS
Processes

The STM-N signal at the OSn_CP is a similarly formatted and conditioned signal (as described in XXX) which is
degraded within specific limits by transmission over the physical medium.

The operation of Port mode is described in 2.2.1.
Defects

dLOS: See2.2.

Consequent actions

arsF  ~ dLosS

Defect correlations

cLOS ~ dLOSand MON

Performance monitoring

None.
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323 STM-1 electrical section trail termination sourceES1 TT_So

Symbol
See Figure 3-5.

ES1_Al

T1525510-97/d027
ES1_Cl
Figure 3-5/G.783 —ES1_TT_So symbol
Interfaces
See Table 3-4.
Table 3-4/G.783 — ES1_TT_So input and output signals
Input(s) Output(s)
ES1 Al Data ES1 CI_Data

Processes

Data at the ES1_AP is fully formatted STM-1 data stream as specified in Recommendation G.707. Data is presented
together with associated timing at the ES1_CP by the ES1 RS1_A function. The termination function conditions the data

for transmission over electrical medium and presentsit at the ES1_CP.

Defects

None.

Consequent actions
None.

Defect correlations

None.

Performance monitoring

None.
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324 STM-1 electrical section trail termination sink ES1 TT_Sk

Symbol
See Figure 3-6.
ESn_Al
ESn
ESn_TT_Sk_MI
ﬁ\ T1525520-97/d028
ESn_Cl
Figure 3-6/G.783 — ES1_TT_Sk symbol
I nterfaces
See Table 3-5.
Table 3-5/G.783 — ES1_TT_Sk input and output signals
Input(s) Output(s)
ES1 Cl_Data ESL_Al_Data
ESL Al_TSF
ESL TT_Sk_MI_cLOS
ESL TT_Sk_MI_PortMode
Processes

The STM-1 signa at the ES1_CP is a similarly formatted and conditioned signal (as described in Recommen-
dation G.703) which is degraded within specific limits by transmission over the physical medium.

The operation of Port mode is described in 2.2.1.

Defects

dLOS: See2.2.

Consequent actions

The function shall perform the following consequent actions:
arsF  ~ dLosS

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

cLOS ~ dLOSand MON
Performance monitoring

None.
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3.3 Adaptation
331 OSn/RSn_A
3.3.1.1 Optical section toregenerator section adaptation source OSn/RSn_A_So

Symbol
See Figure 3-7.
RSn_ClI
OSn/RSn
\L T1525530-97/d029
osn_Al
Figure 3-7/G.783 — O8/RSh_A_So symbol
I nterfaces
See Table 3-6.
Table 3-6/G.783 — O8/RSn_A_So input and output signals
Input(s) Output(s)
RSn_Cl_Data OSn_Al_Data
RSn_CI_Clock
Processes
Defects
None.

Consequent actions

None.

Defect correlations

None.

Performance monitoring

None.

3.3.1.2 Optical section to regenerator section adaptation sink @ RSn_A_ Sk
Symbol

See Figure 3-8.
SD_CI_CK  RSn_ClI

11

OSn/RSn_A_Sk_MI % OSn/RSn

T1525540-97/d030
osn_Al

Figure 3-8/G.783 — O8/RSn_A_ Sk symbol
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Interfaces

See Table 3-7.
Table 3-7/G.783 — O8/RSn_A_Sk input and output signals
Input(s) Output(s)
OSn_Al_Data RSn_Cl_Data
OSn_Al_TSF RSn_CI_Clock
RSn_CI_FS
RSn_Cl_SSF
OSn/RSn_A_Sk_MI_cLOF
OSn/RSn_A_Sk_MI_pOFS
Processes

Fully formatted and regenerated STM-N data and associated timing is received by the RSn_CP from the OSn_TT_Sk
function. The OSn/RSn function regenerates this signal to form data and associated timing at the RSn_CP. The recovered
timing is also made available at reference point T1 to the synchronous equipment timing source for the purpose of
synchronizing the synchronous equipment reference clock. The function also recovers frame alignment and identifies the
frame start positions in the data of the MSn_CP. The STM-N signal is then descrambled (except for the first row of the
RSOH) and then the RSOH bytes are recovered before presenting the framed STM-N data and timing at the MSn_CP.
The frame alignment process is described in 2.3.1.

Defects

dLOF: See 2.2.

Consequent actions

The function shall perform the following consequent actions:

aAlS  — dLOForAl TSF

aSSF ~ dLOForAl_TSF

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

cLOF ~ dLOF and (not dLOS)
Performance monitoring
The function shall perform the following performance monitoring primitives processing.

Any second with at least one OOF event shall be reported as a pOFS optional in Recommendation G.784.
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332 ESURSLA

3321 STM-1eectrical section toregenerator section adaptation source ESI/RS1_A_So

Symboal
See Figure 3-9.
RS1_ClI
ES1/RS1
T1525550-97/d031
ES1_Al
Figure 3-9/G.783 — ES1/RS1 A So symbol
I nterfaces
See Table 3-8.
Table 3-8/G.783 — ES1/RS1_A_So input and output signals
Input(s) Output(s)
RS1_ClI_Data ESL_Al_Data
RS1 Cl_Clock
Processes

This function provides CMI encoding for STM-1 signals.
Defects

None.

Consequent actions

None.

Defect correlations

None.

Performance monitoring

None.

62 Recommendation G.783  (04/97)



3.3.22 STM-1é€ectrical section to regenerator section adaptation sink (ESI/RS1_A_Sk)

Symboal
See Figure 3-10.
RS1_CI
ESI/RSI_A Sk MP  <———>) ES1/RS1
ﬂ T1525560-97/d032
ES1_Al
Figure 3-10/G.783 — ES1/RS1_A Sk symbol
I nterfaces
See Table 3-9.
Table 3-9/G.783 — ES1/RS1_A_Sk input and output signals
Input(s) Output(s)
ESn_Al_Data RSn Cl_Data
ESn_AI_TSF RSn_CI_Clock
RSn CI_FS
RSn_CI_SSF
ESn/RSn_A_Sk_MI_cLOF
ESn/RSn_A_Sk_MI_pOFS
Processes

This function provides CMI decoding for STM-1 signals (n = 1). It also regenerates this signal to form data and
associated timing at the RSn_CP. The recovered timing is also made available at reference point T1 to the synchronous
equipment timing source for the purpose of synchronizing the synchronous equipment reference clock if selected.

Fully formatted and regenerated STM-N data and associated timing is received by the RSn_CP from the ES1 TT_Sk
function. The RST function recovers frame alignment and identifies the frame start positions in the data at the MSn_CP.

The STM-N frame alignment processis described in 2.3.1.
Defects

dLOF: See2.2.

Consequent actions

The function shall perform the following consequent actions:
aAIS ~ dLOF

aSSF ~ dLOF

If Loss of Frame (LOF) is detected, then a logica al-ones (AlS) signal shall be applied at the data signal output within
2 frames (250 us). Upon termination of the above defect conditions, the logical all-ones signal shall be removed within
2 frames (250 ps).
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Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

cLOF  ~ dLOFand (not Al_TSF)
Performance monitoring

Any second with at least one OOF event shall be reported as a pOFS (optional in the Recommendation G.784).

34 Sublayer functions (N/A)

There are no sublayer functions applicable to this subclause.

4 Regenerator section layer

The data at the regenerator section layer CP (RS Cl) is octet structured with codirectional timing and 125 microsecond
frame length. The format is shown in Figures 4-1 and 4-2.

The RS CI consists of the A1, A2 framing bytes, the JO RS trace byte, the B1 BIP-8 byte, the E1 order-wire byte, the
F1 RS user byte, the D1-D3 RS DCC bytes and the NU bytes, together with the MS CI as defined in Recommen-
dation G.707.

1 2 3 4 5 6 7 8 9  (value of b coordinate)
lton 1lton 1ton 1ton 1ton 1ton 1ton 1ton 1ton (value of c coordinate)

Al Al Al A2 A2 A2 JO NU NU
Bl El F1 NU NU
D1 D2 D3

T1525570-97/d033

Figure 4-1/G.783 — Regenerator section Cl data format in S(b,c) format

NU NU
El F1 NU NU
D1 D2 D3

T1525580-97/d034

NOTE to Figures 4-1 and 4-2 — The D1-D3, JO, B1, E1 and F1 bytes are only present in columns S(a,b,1).

Figure 4-2/G.783 — Regenerator section Al data format in S(b,c) format
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NOTE — This Recommendation is intended for the general case of an interstation interface. A reduced functionality requieement f
intrastation interface is for further study.

D1-D3 E1 MSn_CI MSn_Cl D1-D3

\RSn/Dcc/ \RSn/OW/ \RSn/Use / iRSn/MSr/ \ RSn/MSn iRSn/User; \ RSn/OW / iRSn/Dcc/
RSn Al RSH_A|

RSn CI Rsn_c| T1525590-97/d035

Figure 4-3/G.783 — Regenerator section functions

Relationship to previous versions of Recommendation G.783

The 1994 version of Recommendation G.783 refers to the RST basic function. Table 4-1 shows the relationship between
the basic functions and the atomic functions in the regenerator section layer.

Table 4-1/G.783 — Regenerator section layer basic and atomic functions

Basic function Atomic function

RST RS_TT
RSV/DCC_A
RSVOW_A
RSV/Aux_A
RSV/MSn_A

41 Connection (Not/Applicable)

4.2 Termination: RSn_TT

The RSn_TT function acts as a source and sinks for the Regenerator Section OverHead (RSOH). A regenerator section is
a maintenance entity between and including two RSn_TT functions. The information flows associated with the RSn_TT
function are described with reference to Figures 4-4, 4-5, 4-6 and Tables 4-2 and 4-3.

NOTE - In regenerators, the Al, A2 and JO bytes may be relayed (i.e. passed transparently through the regeneratorkingtead of b
terminated and generated as described below. Refer to Recommendation G.958.
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Symboal

/r RSn_Al ‘
RSn_TI

>\ <—

RSN_TT RSn_TT
RSn_RI

RSn_TT_Sk_MiI RSn_TT_So_MI

RSn_ClI \L T1525600-97/d036

Figure 4-4/G.783 — Regenerator section termination function

421 Sour ce direction

Symbol
RSn_Al
RSn_TT_So_MI
—>
T1525610-97/d037
RSn_Cl
Figure 4-5/G.783 — R8_TT_So function
I nterfaces
Table 4-2/G.783 — R8&_TT_So function inputs and outputs
Input(s) Output(s)
RSn Al Data RSn CI_Data
RSn_Al_Clock RSn_CI_Clock
RSn_Al_FrameStart
RSn_TT_So MI_TxTI
Processes

Data at the RSn_AP is an STM-N signa as specified in Recommendation G.707 timed from the TO reference point and
having avalid Multiplex Section OverHead (MSOH) and E1, D1-D3, F1 and NU bytes. However, the bytes A1, A2, B1,
and JO are indeterminate in this signal. A1, A2, B1, and JO bytes are set in accordance with Recommendation G.707 as
part of the RSn_TT function to give a fully formatted STM-N data and associated timing at the RSn_CP. After these
bytes have been set, the RSn_TT function scrambles the STM-N signal before it is presented to the RSn_CP. Scrambling
is performed according to Recommendation G.707, which excludes the first row of the STM-N RSOH (9 x N bytes,
including the A1, A2, JO and bytes reserved for national use or future international standardization) from scrambling.
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A1, A2: Frame alignment bytes A1l and A2 (3 x N of each) are generated and inserted in the first row of the RSOH.

JO: Regenerator section trace information (RSn_TT_So_MI_TxTI) derived from reference point RSn_TT_MP is placed
in JO byte position. The RS trace format is described in Recommendation G.707.

B1: The error monitoring byte B1 is alocated in the STM-N for a regenerator section bit error monitoring function. This
function shall be a Bit Interleaved Parity 8 (BIP-8) code using even parity as defined in Recommendation G.707. The
BIP-8 is computed over al bits of the previous STM-N frame at the RSn_CP after scrambling. The result is placed in
byte B1 position of the RSOH before scrambling.

Defects

None.

Consequent actions

None.

Defect correlations

None.

Performance monitoring

None.

422 Sink direction

Symbol
RSn_Al
RSN_TT_Sk_MI
T1525620-97/d038
RSn_ClI
Figure 4-6/G.783 — R8_TT_Sk function
I nterfaces

Table 4-3/G.783 — R8_TT_Sk function inputs and outputs

RSn TT_Sk_MI_EXTI
RSn_TT_Sk_MI_TPmode
RSn_TT_Sk_MI_TIMdis
RSn_TT_Sk_MI_ExTImode
RSn_TT_Sk_MI_1second

Input(s) Output(s)
RSn_Cl_Data RSn Al Data
RSn_CI_Clock RSn_Al_Clock
RSn_Cl_FrameStart RSn_Al_FrameStart
RSn_Cl_SSF RSn_Al_TSF

RSN_TT_Sk_MI_AcTI
RSN_TT_Sk_MI_cTIM
RSn_TT_Sk_MI_pN_EBC
RSn_TT_Sk_MI_pN_DS
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Processes

Fully formatted and regenerated STM-N data and associated timing is received at the RSn_CP from the OSn/RSn_A or
ESn/RSn_A function. The B1 bytes are terminated before presenting the framed STM-N data and timing at the RSn_AP.

JO: Bytes JO (RS path trace) is recovered from the RSOH at the RSn_CP. If an RS trace identifier mismatch
(RSn_TT_Sk_MI_cTIM) is detected, then it shall be reported via reference point RS TT_MP. The accepted value of
JO(RSNn_TT_Sk MI_AcTI) is aso available at the RS TT_MP. For a description of trace identifier mismatch
processing (J0), see 2.2.2.4.

B1: Even bit parity is computed for each bit n of every byte of the preceding scrambled STM-N frame and compared
with bit n of B1 recovered from the current frame (n = 1 to 8 inclusive). For the case of STM-1, a difference between the
computed and recovered Bl values is taken as evidence of one errored block (nN_B). For the case of STM-4 and
STM-16, the definition of errored block is for further study.

Defects

dTIM: See2.2.

Consequent actions

The function shall perform the following consequent actions:
aAIS ~ CI_SSFordTIM

aTSF ~ CI_SSFordTIM

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

cTIM ~ dTIM and MON

Performance monitoring

The function shall perform the following performance monitoring primitives processing:
pN_DS ~ arsrFordeQ

pN_EBC — R3INN_B

4.3 Adaptation

431 RSn/MSn_A

The information flows associated with the RSn/MSn adaptation function are described with reference to Figures 4-7
and 4-8 and Tables 4-4 and 4-5.

43.1.1 Sourcedirection
Symboal

MSn_Cl

RSn/MSn

T1525630-97/d039

RSn_Al

Figure 4-7/G.783 — Fonction RB/MSn_A_So
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Interfaces

Table 4-4/G.783 — RB/MSn_A_So function inputs and outputs

Input(s) Output(s)
MSn _Cl_Data RSn Al Data
MSn_CI_Clock RSn_Al_Clock
MSn_Cl_FrameStart RSn_Al_FrameStart
MSn_CI_SSF

Processes
The function multiplexes the MSn_CI datainto the STM-N byte locations defined in Recommendation G.707.

On declaration of aAlS the function shall output all-ONEs signal within 250 us; on clearing of aAlS the function shall
output normal data within 250 us. The frequency of the all-ONEs signal shall be within 155 52@@&pm.

Defects
None.
Consequent actions

aAlS ~ CI_SSF
NOTE — If CI_SSF is not connected (whenrfR8Sn_A_So is connected to an MSTT_So), SSF is assumed to be false.

Defect correlations
None.

Performance monitoring
None.

4.3.1.2 Sink direction

Symbol

MSn_Cl

RSn/MSn /

T1525640-97/d040

RSn_Al

Figure 4-8/G.783 — RB/MSn_A_Sk function
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Interfaces

Table 4-5/G.783 — RE/MSn_A_Sk function inputs and outputs

Input(s) Output(s)
RSn Al Data MSn_Cl_Data
RSn_Al_Clock MSn_CI_Clock
RSn_Al_FrameStart MSn_Cl_FrameStart
RSn_AI_TSF MSn_ClI_SSF

Processes

The function separates MSn_Cl datafrom RSn_Al asdepicted in Figures 4-1 and 4-2.
Defects

None.

Consequent actions
aSSF ~ AI_TSF
Defect correlations
None.

Performance monitoring
None.

432 RS$IDCC_A

The information flows associated with the RSn/DCC_A function are described with reference to Figures 4-9 and 4-10 and
Tables 4-6 and 4-7.

4.3.2.1 Source direction

Symbol
DCC_CI_Data DCC_CI_Clock
RSn/DCC
T1525650-97/d041
RSn_Al
Figure 4-9/G.783 — R8/DCC_A_So function
I nterfaces

Table 4-6/G.783 — R&/DCC_A_So function inputs and outputs

Input(s) Output(s)
DCC_Cl_Data RSn Al Data
RSn_Al_Clock DCC_CI_Clock
RSn_Al_FrameStart
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Processes

The three data communications channel bytes derived from the message communications function at reference point N
are placed in bytes D1-D3 positions of the RSOH. These bytes are allocated for data communication and shall be used as
one 192 kbit/s message-oriented channel for alarms, maintenance, control, monitor, administration, and other
communication needs between RST functions. This channel is available for internally generated, externally generated,
and manufacturer specific messages. The protocol stack used shall be as specified in Recommendation G.784.

Defects

None.

Consequent actions

None.

Defect correlations

None.

Performance monitoring

None.

4.3.2.2 Sink Direction

Symbol
DCC_CI
RSn/DCC
T1525660-97/d042
RSn_Al
Figure 4-10/G.783 — RB/DCC_A_Sk function
Interfaces
Table 4-7/G.783 — R&/DCC_A_Sk function inputs and outputs
Input(s) Output(s)
RSn_Al_Data DCC_Cl_Data
RSn_Al_Clock DCC_CI_Clock
RSn_Al_FrameStart DCC_CI_SSF
RSn_Al_TSF
Processes

The data communications channel bytes D1-D3 are recovered from the RSOH and passed to the message
communications function at reference point N.

Defects

None.
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Consequent actions
aSSF ~ AI_TSF
Defect correlations
None.

Performance monitoring
None.

433 RSn/OW_A

The information flows associated with the RSn/OW_A function are described with reference to Figures 4-11 and 4-12
and Tables 4-8 and 4-9.

4.3.3.1 Sourcedirection
Symboal

OW_CI

\ RSn/OW

RSn_Al

T1525670-97/d043

Figure 4-11/G.783 — RB/OW_A_So function

Interfaces

Table 4-8/G.783 — RB/OW_A_So function inputs and outputs

Input(s) Output(s)

OW_CI_Data RSn_Al_Data
OW_CI_Clock
OW_CI_FrameStart

Processes

The order-wire byte E1 derived from the OHA function at reference point U1 is placed in byte E1 position of the RSOH.
It provides an optional 64 kbit/s unrestricted channel and is reserved for voice communication between network elements.

Defects

None.

Consequent actions
None.

Defect correlations
None.

Performance monitoring

None.
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4.3.3.2 Sink direction

Symbol
ow_cCl
RSn/OW
T T1525680-97/d044
RSn_Al
Figure 4-12/G.783 — RB/OW_A_Sk function
I nterfaces
Table 4-9/G.783 — RB/OW_A_Sk function inputs and outputs
Input(s) Output(s)
RSn_Al_Data OW_CI_Data
OW_CI_Clock
OW_CI_FrameStart
Processes

The order-wire byte E1 is recovered from the RSOH and passed to the OHA function at reference point U1.

On declaration of aAlS the function shall output an all-ONEs (AIS) signal — complying to the frequency limits for this
signal (a bit rate in range 64 kbi#/sl00 ppm) within 2 frames (250 microseconds). Upon termination of the above

failure conditions the all-ONEs shall be removed within two frames (250 microseconds).

Defects

None.

Consequent actions
aSSF  ~ AI_TSF
aAlS — AL TSF
Defect correlations
None.

Performance monitoring

None.
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434  RSn/User_A

The information flows associated with the RSn/User_A function are described with respect to Figures 4-13 and 4-14 and
Tables4-10 and 4-11.

4341 Sourcedirection

Symbol
User_CI
RSn/User /
T1525690-97/d045
RSn_Al
Figure 4-13/G.783 — RB/User_A_So function
I nterfaces
Table 4-10/G.783 — R8/User_A_So function inputs and outputs
Input(s) Output(s)
User Cl_Data RSn_Al_Data
User_CI_Clock
Processes

The user channel byte F1 derived from the OHA function at reference point U1 is placed in byte F1 position of the
RSOH. It isreserved for the network provider (for example, for network operations). Access to the F1 byte is optional at
regenerators. User channel specifications are for further study. Special usage, such as the identification of afailed section
in a simple backup mode while the operations support system is not deployed or not working, is for further study. An
example of such usageis given in Appendix I.

Defects

None.

Consequent actions

None.

Defect correlations

None.

Performance monitoring

None.
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4.3.4.2 Sink direction

Symbol
User_CI
RSn/User
T1525700-97/d046
RSn_Al
Figure 4-14/G.783 — RB/User_A_Sk function
I nterfaces
Table 4-11/G.783 — R8/User_A_Sk function inputs and outputs
Input(s) Output(s)
RSn_Al_Data User Cl_Data
RSn_AI_Clock User_CI_Clock
RSn_Al_FrameStart User Cl_SSF
RSn_Al_TSF
Processes

The user channel byte F1 is recovered from the RSOH and passed to the OHA function at reference point U1.
Defects

None.

Consequent actions

aSSF ~ AI_TSF

aAIlS ~ AL_TSF

On declaration of aAlS the function shall output an all-FONEs (AIS) signal — complying to the frequency limits for this
signal (a bit rate in range 64 kbit/sl00 ppm) within 2 frames (250 microseconds). Upon termination of the above
failure conditions the all-ONES shall be removed within two frames (250 microseconds).

Defect correlations
None.
Performance monitoring

None.

435 RSN/AUX_A

Certain RSOH bytes are presently reserved for national use, media-dependent use or for future international
standardization, as defined in Recommendation G.707. One or more of these bytes may be derived from the OHA
function at reference point Ul. The unused bytes in the first row of the STM-N signal, which are not scrambled for
transmission, shall be set to 10101010 when not used for a particular purpose. No pattern is specified fouthsedher

bytes when not used for a particular purpose.
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One or more of the bytes for national use or future international standardization may be recovered from the STM-N and
may be passed to the OHA function at reference point U1l. The RSn/AUX_A function shall be capable of ignoring these
bytes.

4.4 Sublayer functions (N/A)

5 Multiplex section layer

The data at the Multiplex Section Layer CP is octet structured with co-directional timing and 125 microsecond frame
length. The format is shown in Figures 5-1, 5-2 and 5-3.

The MS CI consists of the B2 BIP-24 byte, the E2 orderwire byte, the K1/K2 APS bytes, the D4-D12 MS DCC bytes, the
S1 SSM byte and the NU bytes, together with the Sn Cl as defined in Recommendation G.707.

(value of b coordinate)

1 2 3 4 5 6 7 8 9 (value of c coordinate)
lton 1ton 1lton 1ton 1ton 1lton 1lton 1lton 1lton
H1 Y Y H2 1 1 H3 H3 H3
B2 B2 B2 K1 K2
D4 D5 D6
D7 D8 D9
D10 D11 D12
s1 M1 E2 NU NU
T1525710-97/d047
Figure 5-1/G.783 — Multiplex section Cl data format
K1 K2
D4 D5 D6
D7 D8 D9
D10 D11 D12
S1 E2 NU NU

T1525720-97/d048

Figure 5-2/G.783 — Multiplex section Al data format
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D4-D12 B2 S1[5-8] Sn_ClI Sn_ClI S1[5-8] E2 D4-D12

I 11 ]

MSn/DCC/ MSI’]/OW/ MSI’]/SD/ MSn/Sn/ MSn/Sn/ MSn/USGV MSI’]/OW/ MSn/DCC/

[ [ [ ] [ [ [ I
MSn_Al

T T1525730-97/d049

MSn_CI MSn_CI

Figure 5-3/G.783 — Multiplex section function

Relationship to previous versions of Recommendation G.783

The 1994 version of Recommendation G.783 refers to the MST, MSP and MSA basic functions. Table 5-1 shows the
relationship between the basic functions and the atomic functionsin the Multiplex Section layer.

Table 5-1/G.783 — Multiplexer section layer basic and atomic functions

Basic function Atomic function

MST MSn TT
MSn/DCC_A
MSn/OW_A
MSn/Aux_A
MSn/SD_A

MSP MSnP_TT
MSnP_A
MSnP_C

MSA MSn/Sn_A

51 Connection (N/A)

5.2 Termination: MSn_TT

The MSn_TT function acts as a source and sink for the B2 and M1 bytes of the Multiplex Section OverHead (M SOH).
The information flows associated with the MSn_TT function are described with reference to Figures 5-4, 5-5 and 5-6 and
Tables5-2 and 5-3.
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Symboal

MSn_Al
MSn_TI
— <—
MSn_RI < >
MSn_TT_Sk_MI MSn_TT_So_MI
MSn_Cl

T1525740-97/d050

Figure 5-4/G.783 — Multiplex section termination function

521 Sour ce direction

Symboal
MSn_Al
«4—— VSRl
MSn_CI T1525750-97/d051
Figure 5-5/G.783 — M®&_TT_So function
I nterfaces
Table 5-2/G.783 — M®&_TT_So function inputs and outputs
Inputs Outputs
MSn_Al Data MSn Cl_Data
MSn_Al_Clock MSn_Cl_Clock
MSn_Al_FrameStart MSn_Cl_FrameStart
MSn_RI_RDI
MSn RI_REI
Processes

Data at the MSn_AP is an STM-N signal as specified in Recommendation G.707 timed from the TO reference point,
having a payload constructed as in Recommendation G.707, but with indeterminate B2 and M1 MSOH bytes and
indeterminate RSOH bytes. The B2 and M1 bytes are set in accordance with Recommendation G.707 as part of the
MSn_TT_So function. The resulting STM-N data and associated timing are presented at the MSn_CP.
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B2: The error monitoring byte B2 is allocated in the STM-N for a multiplex section bit error monitoring function. This
function shall be a bit interleaved parity (BIP-24N) code using even parity as defined in Recommendation G.707. The
BIP-24N is computed over all bits (except those in the RSOH bytes) of the previous STM-N frame and placed in the
3 x N respective B2 byte positions of the current STM-N frame.

M 1: The number of errors detected by monitoring B2 in the sink side (see 3.3.1) is passed to the source side viathe aREl
and is encoded in the MS-REI (byte M1) according to 9.2.2.12/G.707.

K 2[6-8]: These hits represent the defect status of the associated MSn_TT_Sk. The indication shall be set to 110 within
250 microseconds following activation of the MSn_RI_RDI by the MSn_TT_Sk. The indication shall be set to 000 upon
clearing of theMSn_RI_RDI.

Defects
None.
Consequent actions

If an MS-AIS defect at the MSn_AP (see 3.3.2) is detected in the sink side, then it is passed to the source side via the
aRDI (part of the MSn_RI) and MS-RDI shall be applied within 250 microseconds at the data signal output at reference
point MSn_CP. MS-RDI is defined as an STM-N signa with the code 110 in bit positions 6, 7 and 8 of byte K2. On
clearing of the defect the function shall output normal data within 250 microseconds.

Defect correlations
None.

Performance monitoring
None.

522 Sink direction

Symbol

MSn_Al

T1525760-97/d052
MSn_Cl

Figure 5-6/G.783 — M®_TT_Sk function
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Interfaces

Table 5-3/G.783 — M®_TT_Sk function inputs and outputs

Inputs Outputs
MSn_CI_Data MSn_Al_Data
MSn_CI_Clock MSn_Al_Clock
MSn_Cl_FrameStart MSn_Al_FrameStart
MSn_CI_SSF MSn_AIl_TSF
MSn_AI_TSD

MSn TT_Sk_MI_DEGTHR
MSn_TT_Sk_MI_DEGM

MSn TT_Sk_MI_DEG X
MSn_TT_Sk_MI_EXC X
MSn_TT_Sk_MI_1secondpulse
MSn TT_Sk_MI_TPMode

MSn_TT_Sk_MI_cAIS

MSn TT_Sk_MI_cDEG
MSn_TT_Sk_MI_cRDI
MSn_TT_Sk_MI_cSSF
MSn_TT_Sk_MI_cEXC
MSn_TT_Sk_MI_pNEBC

MSn_TT_Sk_MI_AIS Reported
MSn_TT_Sk_SSF_Reported
MSn_TT_Sk_MI_RDI_Reported
MSn_TT_Sk_AIS_Reported
MSn_TT_Sk_RDI_Reported

MSn_TT_Sk_MI_pFEBC

MSn_TT_Sk_MI_pNDS

MSn_TT_Sk_MI_pFDS

Processes

The MSn_Cl is received at reference point MSn_CP. The MSn_TT function recovers the B2, M1, and K2[6-8] bytes.
Then, the STM-N data and associated timing are presented at reference point MSn_AP.

B2: The 3 x N error monitoring B2 bytes are recovered from the MSOH. A BIP-24N code is computed for the STM-N
frame. The computed BIP-24N value for the current frame is compared with the recovered B2 bytes from the following
frame and errors are reported at reference point MSn_TT_MP as number of errors within the B2 bytes per frame for
performance monitoring filtering in the synchronous eguipment management function. The BIP-24N errors are also
processed within the MSn_TT function to detect Signal Degrade (SD) defect. The process for detecting signal degrade is
describedin 2.2.4.1.

M1: MS-REI information is decoded from byte M1 and reported as a 1 second count (pF_EBC) at the MSn_TT_MP.
Defects

dAIS: An MS-AIS defect shall be detected by the MSn_TT function when the pattern 111 is observed in bits 6, 7 and 8
of byte K2 in at least three consecutive frames. Removal of the MS-AIS defect shall take place when any pattern other
than the code 111 in bits 6, 7 and 8 of byte K2 received in at least three consecutive frames.

dRDI: See2.2.
dDEG: See2.2.
dEXC: See2.2.

Consequent actions

The function shall perform the following consequent actions:

aAlS - dAIS

aRDI - dAIS

aREl - SnN_B

aTSF - dAIS

arsD - dDEG

al SFprot - arSF or dEXC
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The MS-AIS and MS-RDI defects shall be reported at reference point MSn TT_MP for aarm filtering in the
synchronous egquipment management function. If MS-AIS defect is detected, then a logical all-ONEs (AlS) data signal
shall be applied at reference point MSn_AP within 250 microseconds. Upon termination of the above defect condition,
thelogical al-ONEs signal shall be removed within 250 microseconds.

If MS-AIS is detected, then a Trail Signal Fail (TSF) condition shall be applied at reference point MSn_AP within
250 microseconds. Upon termination of the above defect conditions, the signal fail condition shall be removed within 250
microseconds.

If MS-DEG is detected, then a Trail Signa Degrade (TSD) condition shall be applied a the MSnh AP within
250 microseconds. Upon termination of the above defect condition, the TSD condition shall be removed within
250 microseconds.

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

CAIS - dAIS and (not SSF) and AIS_Reported and MON
cDEG - dDEG and MON

cRDI - dRDI and RDI_Reported and MON

cEXC - dEXC and MON

Performance monitoring

The function shall perform the following performance primitives processing:

pN_DS - arTSF or dEQ
pF DS - drRDI
pN_EBC - ynN_B
pF_EBC - SNF B

53 Adaptation

531 MSn/Sn_A

This function provides adaptation of higher order paths into Administrative Units (AUs), assembly and disassembly of
AU groups, byte interleaved multiplexing and demultiplexing, and pointer generation, interpretation and processing. The
signal flow associated with the MSn/Sn_A function is described with reference to Figures 5-7 and 5-8 and Tables 5-4 and
5-5.

5.3.1.1 Sourcedirection

Symbol

MSn_Cl

MSn/Sn /47 TO_TI

T1525770-97/d053

MSn_Al

Figure 5-7/G.783 — M®/Sn_A_So function
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Interfaces

Table 5-4/G.783 — M®/Sn_A_So function inputs and outputs

Inputs Outputs
Sn_CI_Data MSn_Al_Data
Sn_CI_Clock MSn_Al_Clock
Sn_Cl_FrameStart MSn_Al_FrameStart

Sn_CI_SSF
MSn/Sn_A_So_MI_pPJE+
TO_TI_Clock MSn/Sn_A_So_MI_pPJE-
TO_TI_FrameStart

Processes

The PP function provides accommodation for wander and plesiochronous offset in the received signal with respect to the
synchronous equipment timing reference. This function may be null in some applications where the timing reference is
derived from the incoming STM-N signal, i.e. loop timing or if the HP container is generated with the same timing source
as the multiplex section.

The PP function can be modelled as a data buffer which is being written with data, timed from the received VC clock,
and read by aVC clock derived from reference point TO. When the write clock rate exceeds the read clock rate the buffer
gradually fills and vice versa. Upper and lower buffer occupancy thresholds determine when pointer adjustment should
take place. The buffer is required to reduce the frequency of pointer adjustments in a network. The pointer hysteresis
threshold spacing allocation is specified in 10.1.4.1. When the data in the buffer rise above the upper threshold for a
particular VC, the associated frame offset is decremented by one byte for a VC-3 or three bytes for a VC-4, and the
corresponding number of bytesis read from the buffer. When the data in the buffer fall below the lower threshold for a
particular VC, the associated frame offset is incremented by one byte for a VC-3 or three bytes for a VC 4 and the
corresponding number of read opportunitiesis cancelled.

It may be possible to detect network synchronization degradation by monitoring pointer increments and decrements.
Outgoing Pointer Justification Events (PJES), i.e. pointer values that have been either incremented or decremented, are
counted and reported at reference point MSn/Sn_A_MP for performance monitoring filtering. PJE counts are to be
reported separately for pointer increments (positive events) and decrements (negative events). PJES need only be reported
for one selected AU-3/4 out of an STM-N signal.

The higher order paths at the Sn_CP are mapped into AUs which are incorporated into AU groups. N such AUGs are
byte interleaved to form an STM-N payload at the MSh_AP. The byte interleaving process shall be as specified in
Recommendation G.707. The frame offset information is used by the PG function to generate pointers according to
pointer generation rules in Recommendation G.707. STM-N data, in the MSn_AP, is synchronized to timing from the TO
reference point.

Defects

None.

Consequent actions

The function shall perform the following consequent actions:
aAlS ~ SSF

When an all-ONEs signal is applied at reference point Sn_CP, an all-ONEs (AU-AIS) signal shall be applied at reference
point MSn_AP within 2 frames (250 microseconds). Upon termination of the all-ONEs signal at the Sn_CP, the all-ONEs
(AU-ALIS) signa shall be terminated within 2 frames (250 microseconds).
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Defect correlations

None.

Performance monitoring

Every second, the number of generated pointer justification increments within that second shall be counted as the
pPJE+. Every second, the number of generated pointer justification decrements within that second shall be counted as the

pPJE-.

5.3.1.2 Sink direction

Symbol
Sn_Cl
\ MSn/Sn
MSn_AI T1525780-97/d054
Figure 5-8/G.783 — M®/Sn_A_Sk function
I nterfaces
Table 5-5/G.783 — M®/Sn_A_Sk function inputs and outputs
Inputs Outputs
MSn_Al Data Sn_Cl_Data
MSn_Al_Clock Sn_Cl_Clock
MSn_Al_FrameStart Sn_Cl_FrameStart
MSn_Al_TSF Sn_Cl_SSF
MSn/Sn_A_Sk_MI_AIS Reported MSn/Sn_A_Sk_MI_cAIS
MSn/Sn_A_Sk_MI_cLOP
Processes

The agorithm for pointer detection is defined in Annex C. Two defect conditions can be detected by the pointer
interpreter:

—  Loss of Pointer (LOP);
- AU-AIS.

If either of these defect conditions are detected, then a logical all-FONEs (AIS) signal shall be applied at reference
point Sh_CP within 2 frames (250s). Upon termination of these defects, the all-ONEs signal shall be removed within

2 frames (25Qs). These defects shall be reported at reference pointrM&/$MP for alarm filtering at the synchronous
equipment management function.

It should be noted that a persistent mismatch between provisioned and received AU type will result in a LOP defect and
also that AU-3 and AU-4 structures can be differentiated by checking the Y bytes in the pointer area.
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Sn payloads received at the MSn_AP are de-interleaved and the phase of the VC-3/4s recovered using the AU pointers.
The latter process must allow for the case of continuously variable frame offset which occurs when the received STM-N
signal has been derived from a source which is plesiochronous with the local clock reference. The algorithm for pointer
interpretation isgivenin C.3.

Defects

dAIS: See Annex C.

dLOP: See Annex C.

Consequent actions

The function shall perform the following consequent actions:

aAlS ~ dAISordLOP

aSSF ~ dAISordLOP

When an SF condition is present at the MSn_AP, an SF condition shall be applied at the Sn_CP within 250
microseconds. Upon termination of the above defect condition at the MSn_AP, the SF condition shall be removed within
250 microseconds.

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

CAIS ~ dAlSand (not TSF) and AlS_Reported
cLOP ~ dLOP
Performance monitoring

None.

532 MSn/DCC_A

The MSn/DCC_A adaptation function multiplexes the D4-D12 bytes of the Multiplex Section OverHead (MSOH) into
the MSn_Al in the source direction and demultiplexes the D4-D12 bytes from the MSn_Al in the sink direction. The
information flows associated with the MSn/DCC_A function are described with reference to Figures 5-9 and 5-10 and
Tables5-6 and 5-7.

5.3.2.1 Sourcedirection

Symboal

DCC_CI

MSn/DCC

MSn Al T1525790-97/d055

Figure 5-9/G.783 — M®/DCC_A_So function
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Interfaces

Table 5-6/G.783 — M®/DCC_A_So function inputs and outputs

Inputs

Outputs

DCC_CI_Data
STM-N_TI_FrameStart
STM-N_TI_Clock

MSn_CI_Data
DCC_CI_Clock

Processes

The nine data communications channel bytes issued by the message communications function via the P reference point
are placed consecutively in the D4 to D12 byte positions. This should be considered as a single message-based channel
for alarms, maintenance, control, monitoring, administration, and other communication needs. It is available for internally
generated, externally generated, and manufacturer specific messages. The protocol stack used shall be in accordance with
the specifications given in Recommendation G.784. Regenerators are not required to access this DCC. The nine DCC
bytes may aternatively be issued by the overhead access function via the U2 reference point to provide a transparent data
channel by using an appropriate OHA interface.

Defects

None.

Consequent actions
None.

Defect correlations
None.

Performance monitoring

None.

5.3.2.2 Sink direction

Symbol

DCC_ClI

MSn/DCC

T1525800-97/d056

MSn_Al

Figure 5-10/G.783 — M&/DCC_A_Sk function
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Interfaces

Table 5-7/G.783 — M®/DCC_A_Sk function inputs and outputs

Inputs Outputs
MSn_Al_Data DCC_CI_Data
MSn_Al_Clock DCC_CI_Clock
MSn_Al_FrameStart DCC_CI_SSF
MSn_AIl_TSF

Processes

The multiplex section data communications channel bytes D4 to D12 are recovered from the MS_Al and are passed to
the message communications function at reference point P. Alternatively, they may be passed to the overhead access
function viareference point U2.

Defects

None.

Consequent actions
aSSF ~ dTSF
Defect correlations
None.

Performance monitoring
None.

5.3.3 MSH/OW_A

The MSn/OW_A adaptation function multiplexes the E2 bytes of the Multiplex Section OverHead (MSOH) into the
MSn_Al in the source direction and demultiplexes the E2 bytes from the MSn_Al in the sink direction. The information
flows associated with the MSn/OW_A function are described with reference to Figures 5-11 and 5-12 and Tables 5-8 and
5-9.

5.3.3.1 Source direction

Symbol

OW_ClI

MSn/OW /

T1525810-97/d057
MSn_Al

Figure 5-11/G.783 — M&/OW_A_So function
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Interfaces

Table 5-8/G.783 — M®/OW_A_So function inputs and outputs

Inputs

Outputs

OW_CI_Data
OW_CI_Clock
OW_CI_FrameStart

MSn_Al_Data

Processes

The order-wire byte isissued by the OHA function at reference point U2 and is placed in the E2 byte position. It provides

an optional 64 kbit/s unrestricted channel and is reserved for voice communications between terminal locations.

Defects

None.

Consequent actions
None.

Defect correlations
None.

Performance monitoring
None.

5.3.3.2 Sink direction

Symbol

ow_Cl

MSn/OW

T1525820-97/d058

MSn_Al

Figure 5-12/G.783 — M8/OW_A_Sk function

Interfaces

Table 5-9/G.783 — M®/OW_A_Sk function inputs and outputs

Inputs

Outputs

MSn_Al_Data
MSn_Al_Clock
MSn_Al_FrameStart
MSn_Al_TSF

OW_CI_Data
OW_CI_Clock
OW_CI_FrameStart
OW_CI_SSF
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Processes

The order-wire byte E2 is recovered from the MS_Al and is passed to the OHA function at reference point U2.
Defects

None.

Consequent actions
aSSF ~ dTSF
Defect correlations
None.

Performance monitoring
None.

534 MSn/SD_A

The information flows associated with the MSn/SD_A function are described with reference to Figures 5-13 and 5-14 and
Tables5-10 and 5-11.

5.3.4.1 Sourcedirection

Symbol

SD_Cl

\ MSn/SD

T1525830-97/d059
MSn_Al

Figure 5-13/G.783 — M8&/SD_A_So function

Interfaces

Table 5-10/G.783 — M®/SD_A_So function inputs and outputs

Inputs Outputs

SD_Cl_Data MSn Al Data
SD_CI_Clock
SD_CI_SSF

Processes

Bits 5-8 of the byte S1(9.1.1) are set to indicate the synchronization status message. These bits are coded per
Recommendation G.707 based on the synchronization quality level indicated by the Y reference point.

Defects

None.
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Consequent actions
None.

Defect correlations
None.

Performance monitoring

None.

5.3.4.2 Sink direction

Symbol
SD_Cl
\ MSn/SD
T1525840-97/d060
MSn_Al
Figure 5-14/G.783 — M8/SD_A_Sk function
I nterfaces
Table 5-11/G.783 — M®&/SD_A_Sk function inputs and outputs
Inputs Outputs
MSn_Al Data SD_Cl_Data
MSn_Al_Clock SD_Cl_Clock
MSn_Al_FrameStart SD_ClI_SSF
MSn_Al_TSF
Processes

The synchronization status message is recovered from bits 5-8 of the byte S1(9.1.1) and the synchronization quality level
isreported to the SETS at reference point Y. A persistency check for the detection of the synchronization status message

isfor further study.
Defects

None.

Consequent actions
aSSF ~ dTSF
Defect correlations
None.

Performance monitoring

None.

Recommendation G.783

(04/97) 89



535  MSn/AUX_A

Certain MSOH bytes are presently reserved for national use, media dependent use or for future international
standardization, as defined in Recommendation G.707. One or more of these bytes may be derived from the OHA
function at reference point UL. No pattern is specified for the other unused bytes when not used for a particular purpose.

One or more of the bytes for national use or future international standardization may be recovered from the STM-N and
may be passed to the OHA function at reference point UL. The MSn_TT_Sk function shall be capable of ignoring these
bytes.

54 Sublayer functions

54.1 Multiplex Section Protection (M SP) function

The MSP function provides protection for the STM-N signal against channel-associated failures within a multiplex
section, i.e. the RST, SPI functions and the physical medium from one MSn_TT function where section overhead is
inserted to the other MSn_TT function where that overhead is terminated.

The MSP functions at both ends operate the same way, by monitoring STM-N signals for failures, evaluating the system
status taking into consideration the priorities of failure conditions and of external and remote switch requests, and
switching the appropriate channel to the protection section. The two M SP functions communicate with each other via a
bit-oriented protocol defined for the MSP bytes (K1 and K2 bytes in the MSOH of the protection section). This protocol
isdescribed in A.1 or B.1, for the various protection switching architectures and modes.

NOTE — The use of the MSP protocol as described in Annex A and in 5.4.1.1.2 over long multiplex sections such as satedlite syst
submarine cable systems, radio relay systems, and transmission systems with a large number of regenerators or opt&akamplifier
for further study. However, the use of MSP over such systems may result in longer switching times due to the additioni@npropaga
delay introduced by the physical section. Thus in some applications, it may not be possible to meet the network objgotivis of a
switching time.

The signal flow associated with the MSP function is described with reference to Table 5-12. The M SP functions receive
control parameters and external switch requests at the MSP_MP reference point from the synchronous equipment

management function and outputs status indicators at the MSP_MP to the synchronous equipment management function,
as aresult of switch commands described in A.2 or B.2.

5411 MSPC

Interfaces

Table 5-12/G.783 — M8P_C function inputs and outputs

Input(s)

For connection points W and P:
MSnP_CI_Data
MSnP_Cl_Clock
MSnP_Cl_FrameStart
MSnP_CI_SSF
MSnP_CI_SSD
MSnP_C_MI_SFpriority
MSnP_C_MI_SDpriority

For connection points N and E:
MSnP_CI_Data
MSnP_CI_Clock
MSnP_CI_FrameStart

Per function:

MSnP_CI_APS

MSnP_C_MI_SWtype
MSnP_C_MI_EXTRAtraffic
MSnP_C_MI_WTRTime
MSnP_C_MI_EXTCMD

Output(s)
For connection points W and P:
MSnP_CI_Data
MSnP_CI_Clock

MSnP_CI_FrameStart

For connection points N and E:
MSnP_CI_Data
MSnP_Cl_Clock
MSnP_Cl_FrameStart
MSnP_CI_SSF

NOTE — Protection status reporting signals are f
further study.

Per function:
MSnP_CI_APS

MSnP_C_MI_cFOP
MSnP_C_MI_pPSC
MSnP_C_MI_pPSSw
MSnP_C_MI_pPSSp

br
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Processes

Data at the MSn_AP is an STM-N signal, timed from the TO reference point, with indeterminate MSOH and RSOH
bytes.

In the source direction for 1 + 1 architecture, the signal received at the MSn_AP from the MSn/Sn_A function is bridged
permanently at the MSn_AP to both working and protection MSn_TT functions. For 1 : n architecture, the signal
received at the MSn_AP from each working MSn/Sn_A is passed at the MSn_AP to its corresponding MSn_TT. The
signal from an extratraffic MSn/Sn_A (if provisioned) is connected to the protection MSn_TT. When a bridge is needed
to protect a working channel, the signal at the MSn_AP from that working MSn/Sn_A is bridged at the MSn_AP to the
protection MSn_TT and the extratraffic channel is terminated.

In the sink direction framed STM-N signals (data) whose RSOH and MSOH bytes have already been recovered are
presented at the reference point MSn_AP along with incoming timing references. The failure conditions SF and SD are
aso received at the reference point MSn_AP from al MSn_TT functions.

Under normal conditions, MSnP_C passes the data and timing from the working MSn TT functions to their
corresponding working MSn/Sn_A functions at the reference point MSn_AP. The data and timing from the protection
section is passed to the extratraffic MSn/Sn_A, if provisioned inal : n MSP architecture, or elseit is terminated.

If a switch is to be performed, then the data and timing received from the protection MSn_TT at reference point D is

switched to the appropriate working channel MSn/Sn_A function at the MSn_AP, and the signal received from the
working MSn_TT at the MSn_AP isterminated.

54.1.1.1 Switchinitiation criteria
Automatic protection switching is based on the failure conditions of the working and protection sections. These
conditions, Signal Fail (SF) and Signal Degrade (SD), are provided by the MSn_TT functions at the MSn_AP. Detection
of these conditions is described in 5.2.

The protection switch can also be initiated by switch commands received via the synchronous equipment management
function.

54.1.1.2 Switchingtime

Protection switching shall be completed within 50 ms of detection of an SF or SD condition that initiates a switch.
Protection switching shall be completed within 50 milliseconds for manual commands (Forced Switch, Manual Switch, or
LOCKOUT). This time shall be measured from the time the K1 byte request is issued from the originating network

element.

Development of a budget dividing the protection switching time between network elements, transmission delays, and
fixed protocol timesis atopic for further study.

54.1.1.3 Switchrestoration

In the revertive mode of operation, the working channel shall be restored, i.e. the signal on the protection section shall be
switched back to the working section, when the working section has recovered from failure. Restoration allows other
failed working channels or an extratraffic channel to use the protection section.

To prevent frequent operation of the protection switch due to an intermittent failure (e.g. BER fluctuating around the SD
threshold), a failed section must become fault-free (i.e. BER less than a restoration threshold). After the failed section
meets this criterion, a fixed period of time shall elapse before it is used again by a working channel. This period, called
Wait to Restore (WTR) period, should be of the order of 5-12 minutes and should be capable of being set. An SF or SD
condition shall override the WTR.

Defects

None.
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Consequent actions

For the case that neither an extratraffic nor a normal signal input is to be connected to the protection section output, then
either an all-ONEs, an Sn unequipped, a working signa input, or other suitable test signal will be connected to the
protection section output.

Defect correlations

cFOP ~ dTSF
Performance monitoring

pPSC ~ Referto Annex A.
pPSD ~ Referto Annex A.
5412 MSnP_TT

54.1.2.1 Sourcedirection

I nterfaces
See Table 5-13.
Table 5-13/G.783 — M8P_TT_So function inputs and outputs
Input(s) Output(s)

MSn_Al_Data MSnP_Cl_Data
MSn_Al_Clock MSnP_Cl_Clock
MSn_Al_FrameStart MSnP_CI_FrameStart

Processes

No information processing is required in the MSnP_TT_So, the MSn_Al at its output being identical to the MSnP_ClI at
itsinput.

Defects

None.

Consequent actions
None.

Defect correlations
None.

Performance monitoring
None.

5.4.1.2.2 Sink direction
Interfaces

See Table 5-14.

Table 5-14/G.783 — M&P_TT_Sk function inputs and outputs

Input(s) Output(s)
MSnP_Cl_Data MSn_Al_Data
MSnP_CI_Clock MSn_Al_Clock
MSnP_Cl_FrameStart MSn_Al_FrameStart
MSnP_CI_SSF MSn_AIl_TSF
MSnP_TT_Sk_MI_cSSF
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Processes

The MSnP_TT_Sk function reports, as part of the MSn layer, the state of the protected MSn trail. In case al connections
are unavailable, the MSnP_TT_Sk reportsthe signal fail condition of the protected trail.

Defects

None.

Consequent actions
aTSF ~ CI_SSF
Defect correlations
cSSF ~ CI_SSF
Performance monitoring
None.

5413 MSn/MSnP_A

54.1.3.1 Sourcedirection

I nterfaces
See Table 5-15.
Table 5-15/G.783 — M&/MSnP_A_So function inputs and outputs
Input(s) Output(s)
MSnP_CI_Data MSn_Al Data
MSnP_CI_Clock MSn_Al_Clock
MSnP_Cl_FrameStart MSn_Al_FrameStart
MSnP_CI_APS
Processes

The K1 and K2 bytes generated according to the rules in A.1 are presented the MSn_AP to the protection MSn_TT.
These bytes may also be presented to the working MSn_TT functions.

Defects

None.

Consequent actions
None.

Defect correlations
None.

Performance monitoring

None.
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54.1.3.2 Sink direction

I nterfaces
See Table 5-16.
Table 5-16/G.783 — M®/MSnP_A_Sk function inputs and outputs
Input(s) Output(s)

MSn_Al_Data MSnP_Cl_Data

MSn_Al_Clock MSnP_Cl_Clock

MSn_Al_FrameStart MSnP_CI_FrameStart

MSn_Al_TSF MSnP_Cl_SSF

MSn_Al_TSD MSnP_CI_SSD

MSnP_CI_APS (for Protection signal only)

Processes

The recovered K1 and K2 bytes from the protection MST function are presented at the reference point MSn_AP.
Working MST functions may also present these bytes to the MSP. The MSP must be able to ignore these bytes from the
working MST functions.

Defects

None.

Consequent actions
aSSF ~ AI_TSF
assD ~ AIL_TSD
Defect correlations
None.

Performance monitoring

None.

6 Higher order SDH path (Sn) layer

The higher order path layers are those layers in which the signals have a higher order VC-3 (7.1.3/G.707) or a VC-4
(7.1.2/G.707) logical structure. See Figure 6-1.

Higher order Sn layer characteristic information

The Characteristic Information Sn_Cl has co-directional timing and is octet structured with a 125 s frame, as shown in
Figures 6-2 to 6-7, left frames. Its format is characterized as the VC-n [n = (3 or 4)] trail termination overhead in the J1,
B3, and G1 bytes as defined in Recommendation G.707 plus the Sn Adapted Information given in the next section.
Alternatively it may be an unequipped signal as defined in Recommendation G.707.

For the case of a signa within the tandem connection sublayer, the Characteristic Information has defined Sm tandem
connection trail termination overhead in location N1 as shown in Figures 6-3, 6-4, 6-6 and 6-7.

Higher order Sn layer adaptation information

The Adaptation Information Al is octet structured with a 125 ps frame as shown in Figures 6-2 to 6-7, right frames. It
represents adapted client layer information consisting of client layer information, the signal label, and client specific
information combined with 1 byte user channels F2 and F3. For the case the signal has passed the trail protection sublayer
(SnP), $_Al has defined APS bits (1 to 4) in byte K3.
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1
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Cc2 Cc2
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EF2 VC-3 payload E2 VC-3 payload
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T1525860-97/d062
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3 APS Automatic Protection Switching.

Figure 6-2/G.783 — S3_CI_D (left) and S3_Al_D (right)
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Figure 6-3/G.783 — S3_CI_D (left) with defined N1 and S3T_Al_D (right)
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Figure 6-4/G.783 — S3_CI_D (left) with defined N1 and S3D_AI_D (right)
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Figure 6-5/G.783 — S4_CI_D (left) and S4_Al_D (right)
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Figure 6-6/G.783 — S3_CI_D (left) with defined N1 and S3T_AI_D (right)

1 2 261 1 2 261
1 [ 91 1
> | B3 B3
Cc2 Cc2
Gl Gl
= VC-4 payload = VC-4 payload
9 x 260 bytes 9 x 260 bytes
2 ( ytes) 2 ( ytes)
F3 F3
K3 K3
9| N1 9
| Tt T1525910-97/d067
T
[ 1-4 5 6 \"7—8.\\\
IEC/IncAIS | REI | OEI FAS 1-8
Trace 9-72
res RDI 73
ODlI res 74
Reserved 75-76

Layer functions
Sn_C
Sn.TT
Som TT
Sns TT
Sn/Sm_A
SnP C
SnP_TT
Sn/SnP_A
Sn/User_A
Sn/Pgx_A
SnD_TT

Figure 6-7/G.783 — S4_CI_D (left) with defined N1 and S4D_AI_D (right)
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SnD/Sn_A Higher order tandem connection (option 2) adaptation function

SnDm_TT Higher order tandem connection (option 2) non-intrusive monitor function
SnT_TT Higher order tandem connection (option 1) termination function
SnT/Sn_A Higher order tandem connection (option 1) adaptation function

SnTm_TT Higher order tandem connection (option 1) non-intrusive monitor function

Relationship to previous versions of Recommendation G.783

The 1994 version of Recommendation G.783 refers to the HPC, HPT, HPA, HUG and HPOM basic functions. Table 6-1

shows the relationship between these basic functions and the atomic functionsin the Higher Order Path layers.

Table 6-1/G.783 — Higher order path layer basic and atomic functions

Basic function Atomic function

HPT Sn_TT So
Sn_TT_Sk
Sn/User A_So
Sn/User A Sk

HPC Sn C

HPA Sn/Sm A_So
Sn/Sm A_Sk

HUG Sns TT_So

HPOM Sns TT_Sk
Snm TT_Sk

6.1 Connection Functions: Sn_C

6.1.1 Higher Order Trail Connection Function (Sh_C)

Sn_C is the function which assigns higher order VCs of level n (n = 3 or 4) at its input ports to higher order VCs of

level n at its output ports.

The Sn_C connection process is an unidirectional function asillustrated in Figure 6-8. The signal formats at the input and
output ports of the function are similar, differing only in the logical sequence of the VC-ns. As the process does not affect
the nature of the characteristic information of the signal, the reference point on either side of the Sn_C function is the

same, asillustrated in Figure 6-8.

Incoming VC-ns at the Sn_CP are assigned to available outgoing V C-n capacity at the Sn_CP.

An unequipped VC-n shall be applied at any outgoing VC-n which is not connected to an incoming VC-n.

Sn_C_MP

Sn_CP

TO_TP

T1525920-97/d068

Sn_CP

Figure 6-8/G.783 — General higher order trail connection function
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Interfaces

See Table 6-2.
Table 6-2/G.783 — §_C input and output signals
Input(s) Output(s)

Per $1_CP,n x for the function: Per $1_CP,mx per function:

Sn_ClI_Data Sn_CI_Data

Sn_ClI_Clock Sn_CI_Clock

Sn_CI_FrameStart Sn_CI_FrameStart

Sn_CI_SSF Sn_CI_SSF

Sn_AIl_TSF

Sn_Al_TSD Per SNC protection group:
Sn_C_MI_pPSC
Sn_C_MI_pPSSw

1 x per function: Sn_C_MI_pPSSp

TO_TI_Clock

TO_TI_FrameStart NOTE — protection status reporting signals are for
further study.

Per input and output connection point:
Sn_C_MI_ConnectionPortlds

Per matrix connection:
Sn_C_MI_ConnectionType
Sn_C_MI_Directionality

Per SNC protection group:
. C_MI_PROTtype
Sn_C_MI_OPERtype
Sn_C_MI_WTRtime
Sn_C_MI_HOtime
C_MI_EXTCMD

Processes

In the Sn_C function VC-n Layer Characteristic Information is routed between input (termination) connection
points [(T)CPs] and output (T)CPs by means of matrix connections. (T)CPs may be alocated within a protection group.

NOTE 1 — Neither the number of input/output signals to the connection function, nor the connectivity is specified in this
Recommendation. That is a property of individual network elements. Examples@&& given in Appendix II.

Figure 6-1 presents a subset of the atomic functions that can be connected to this VC-n connection function: VC-n trail
termination functions, VC-m non-intrusive monitor trail termination sink function, VC-n unequipped-supervisory trail
termination functions, VC-n tandem connection trail termination and adaptation functions. In addition, adaptation
functionsin the VC-n server (e.g. MS1 or M4) layerswill be connected to this VV C-n connection function.

Routing: The function shall be able to connect a specific input with a specific output by means of establishing a matrix
connection between the specified input and output. It shall be able to remove an established matrix connection.

Each (matrix) connection in the Sn_C function should be characterized by the:

Type of connection: Unprotected, 1 + 1 protected (SNC/I, SNC/N or SNC/S protection)
Traffic direction: Unidirectional, bidirectional
Input and output connection points: Set of connection point

NOTE 2 — Broadcast connections are handled as separate connections to the same input CP.
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Provided no protection switching action is activated/required, the following changes to (the configuration of) a
connection shall be possible without disturbing the CI passing the connection:

— addition and removal of protection;

— addition and removal of connections to/from a broadcast connection;
— change between operation types;

— change of WTR time;

— change of Hold-off time.

Unequipped VC generation: The function shall generate an unequipped rV€ignal, as specified in Recommen-
dation G.707.

Defects
None.
Consequent actions

If an output of this function is not connected to one of its inputs, the function shall connect the unequipppuiti/C-
valid frame start (FS) and SSF = false] to the output.

Defect correlation
None.
Performance monitoring

For each SNC protection group:

pPSC « According to 2.2.5.6.
pPSSw ~ According to 2.2.5.7.
pPSSp ~ According to 2.2.5.7.

6.1.1.1 Higher order subnetwork connection protection process
Higher order subnetwork connection protection mechanism is described in Recommendation G.841.

Figure 6-9 gives the atomic functions involved in SNC protection. Bottom to the left is the two (working and protection)
adaptation function (MI8Sn_A) pairs. Above them is the non-intrusive monitoring functiomsn(STT_SKk), in case of
SNC/N they are not present. To the right is either the trail termination function$ TBor the adaptation functions
(MSn/sn_A) depending on if therStrail is terminated at the same point the SNC protection is terminated or at a later
point.

The $_C function may provide protection for the higher order trail against channel-associated defects within a higher
order (sub)network connection.

The $_C functions at both ends operate the same way, by monitoring higher order subnetwork connection for defects,
evaluating the system status taking into consideration the priorities of defect conditions and of external switch requests,
and switching the appropriate channel to the protection (sub)network connection.

The signal flow associated with the@ & SNC protection process is described with reference to Figures 6-10 and 6-11.
The S$_C protection process receives control parameters and external switch requestsaCthdPSreference point

from the synchronous equipment management function and outputs status indicatorsnaCthdFSreference point

from the synchronous equipment management function, as a result of switch commands described in Recommen-
dation G.841.

6.1.1.1.1 Sourcedirection
Data at the & CP is a higher order trail signal.

For 1 + 1 architecture, the signal received at theC® from the M8&/Sn_A (or $_TT) function is bridged permanently
at the & CP to both working and protection MSn_A functions.

NOTE — The atomic function connected at tlre GP to the 8 _C is either an M@&Sn_A or an $_TT. When the higher order trail
signal is terminated in this network element, it will be connected atth€RSto an 8 TT, otherwise it will be connected at the
Sn_CP to an M&/Sn_A (for further transport).
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Figure 6-9/G.783 — Higher order SDH SNC/N protection atomic functions
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Figure 6-10/G.783 — Higher order inherent monitored subnetwork connection (SNC/I)
protection process
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Figure 6-11/G.783 — Higher order non-intrusive monitored subnetwork connection (SNC/N)
protection process
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6.1.1.1.2 Sink direction

Framed higher order trail signals (data) are presented at the Sn_CP aong with incoming timing references. The defect
condition(s) SSF (and TSF and TSD) are aso received at the Sn_CP from all MSn/Sn_A (or Snm_TT_Sk) functions.

For the SNC/I protection (Figures 6-9 and 6-10), the higher order trail signals pass the MSn/Sn_A functions. The SSF
signals from the MSn/Sn_A_Sk are used by the Sn_C SNC protection process.

For SNC/N protection (Figures 6-9 and 6-11), the higher order trail signals are broadcasted to an Snm_TT_Sk function
for non-intrusive monitoring of the higher order trail. The resultant TSF, TSD signals are used by the Sn_ C SNC
protection process instead of the SSF signal from the MSn/Sn_A.

Under normal conditions, Sn_C passes the data and timing from the working MSn/Sn_A functions to the MSn/Sn_A (or
Sn_TT) function at the Sn_CP. The data and timing from the protection (sub)network connection is terminated.

If aswitch isto be performed, then the data and timing received from the protection MSn/Sn_A at the Sn_CP is switched
to the MSn/Sn_A (or Sn_TT) function at the SnP_C, and the signal received from the working MSn/Sn_A at the Sn_CP
is not forwarded.

6.1.1.1.3 Switch initiation criteria

Automatic protection switching is based on the defect conditions of the working and protection (sub)network
connections. These condition(s) are for SNC/I Server Signal Fail (SSF) and for SNC/N Trail Signal Fail (TSF) and Trail
Signal Degrade (TSD). Detection of these conditionsis described in 5.2 for MSn/Sn_A_Sk and 6.2.3 for Snm_TT_Sk.

The protection switch can also be initiated by switch commands received via the synchronous equipment management
function. See the switch initiation criteria described in Recommendation G.841.

6.1.1.1.4 Switchingtime

Protection switching shall be completed within TBD ms of detection of an SSF, TSF or TSD condition that initiates a
switch.

The protection switch completion time (Tg,) is for further study. A proposal is a basic switch time (Tyg) (after defect
detection) of 100 msincreased by a provisionable holdoff time T, with0< Ty < 10s.

6.1.1.1.5 Switchrestoration

In the revertive mode of operation, the working channel shall be restored, i.e. the signal on the protection (sub)network
connection shall be switched back to the working (sub)network connection, when the working (sub)network connection
has recovered from the fault.

To prevent frequent operation of the protection switch due to an intermittent fault, a failed (sub)network connection must
become fault-free. After the failed (sub)network connection meets this criterion, a fixed period of time shall elapse before
it is used again by a working channel. This period, called Wait to Restore (WTR) period should be of the order of 5-
12 minutes and should be capable of being set. An SSF, TSF or TSD condition shall overridethe WTR.

6.2 Termination functions: Sn_TT,Snm TT and Sns TT

6.2.1 Higher order trail termination (Sn_TT)

The Higher order Path termination function comprises the atomic functions Higher order path trail termination source
[Sn_TT_So,n=(3or4)] andsink [Sn_TT_Sk, n= (3 or 4)] asillustrated in Figure 6-12 and Tables 6-3 and 6-4.
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The Sn_TT source function creates aVC-n (n = 3 or 4) at the Sn_CP by generating and adding POH to a container C-n
from the Sn_AP. In the other direction of transmission it terminates and processes the POH to determine the status of the
defined path attributes. The POH formats are defined in Recommendation G.707. The information flows associated with
the Sn_TT functions are described in Figure 6-12 and Tables 6-3 and 6-4.

Sn_AP Sn_AP

Sn_TT_Sk_MP ‘44— Sn_TT_So_MP

T1525960-97/d072

Sn_CP Sn_CP

Figure 6-12/G.783 — Higher order trail termination function

Referring to Figure 6-12, data at the Sn_AP takes the form of a container C-n (n = 3 or 4) which is synchronized to the
timing reference TO_TP.

Synchronously adapted information in the form of synchronous containers (data) and the associated container frame
offset information (frame offset) are received at the Sn_AP.

6.2.1.1 Sourcedirection
This function adds error monitoring and status overhead bytesto the Sn_AP.

Dataat the Sn_APisaVC-n (n =3, 4), having a payload as described in Recommendation G.707, but with indeterminate
VC-3/4 POH bytes: J1, B3, G1. These POH bytes are set as part of the Sn_TT function and the complete VC-n is
forwarded to the Sn_CP.

I nterfaces
Table 6-3/G.783 — 8_TT_So input and output signals
Input(s) Output(s)
Sn_Al_Data Sn_Cl_Data
Sn_Al_Clock Sn_CI_Clock
Sn_Al_FrameStart Sn_CI_FrameStart
Sn_RI_RDI
Sn RI_REI
Sn TT_So MI_TxTI
Processes

J1: Thetrail trace identifier should be generated. Its valueis derived from reference point Sn_TT_So_MP. The path trace
format is described in 2.2.2.4.

B3: Bit interleaved parity (BIP-8) is computed over al bits of the previous VC-n and placed in B3 byte position.

G1[1-4]: The number of errorsindicated in RI_REI is encoded in the REI (bits 1 to 4 of the G1 byte).
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G1[5]: When there is an active RI_RDI, the RDI indication shall be sent in bit 5 of the G1 byte within 250 ps. Upon
termination of the above conditions, the RDI indication shall be removed within 250 ps.

Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring
None.

6.2.1.2 Sink direction

This function monitors the lower order VC-n [n = (3 or 4)] for errors, and recovers the trail termination status. It extracts
the payload independent overhead bytes/bits (J1, G1, B3) from the VC-n layer Characteristic Information.

I nterfaces
Table 6-4/G.783 — 8_TT_Sk input and output signals
Input(s) Output(s)

Sn_Cl_Data Sn_Al_Data

Sn_Cl_Clock Sn_Al_Clock

Sn_Cl_FrameStart Sn_Al_FrameStart

Sn_Cl_SSF Sn_Al_TSF
Sn_Al_TSD

Sn_TT_Sk_MI_TPmode

Sn_TT_Sk_MI_ExTI Sn_RI_RDI

Sn TT._. Sk MI RDI _Reported Sn_RI_REI

Sn TT. . Sk MI DEGTHR

Sn TT_. Sk Ml DEGM Sn TT_Sk_MI_cTIM

Sn_TT_Sk_MI_1second Sn_TT_Sk_MI_CUNEQ

Sn TT_. Sk Ml TIMdls Sn TT_. Sk MI_ceEXC
Sn_TT_Sk_MI_cDEG
Sn TT_. Sk MI cRDI
Sn TT_. Sk MI ACTI
Sn TT . TSk | MlJ)N EBC
Sn_TT_Sk_MI_pF_EBC
Sn TT . Sk MI_pN_DS
Sn_TT_Sk_MI_pF DS

Processes

J1: The trail trace identifier is recovered from VC-n POH at the Sn_CP and processed as specified in 2.2.2.4. The
accepted value of J1 is also available at the Sn TT_Sk MP. For further description of trace identifier mismatch
processing, see 2.2.2.4.

C2: The unequipped defect is processed as described in 2.2.2.2.
B3: The error monitoring byte B3 at the Sm_CP shall be recovered. BIP-8 is computed for the VC-n frame. The

computed BIP-8 value for the current frame is compared with the recovered B3 byte from the following frame. The
process for detecting excessive errors and signal degradeis described in section 2.2.2.5.
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G1[1-4]: The REI shal be recovered and the derived performance primitives should be reported at the Sn_TT_Sk_MP.
G1[5]: The RDI defect is processed as described in 2.2.2.6.

N1: The network operator byte N1 is defined for TC monitoring purposes. It shall beignored by this function.

K 3[5-8]: These hits are undefined and shall be ignored by this function.

Defects

The function shall detect for dUNEQ, dTIM, dEXC, dDEG and dRDI defects according to the specification in 2.2.2.
Consequent actions

The function shall perform the following consequent actions (see 2.2.3):

aAIlS ~ JdUNEQor dTIM

aRDI ~ CI_SSFor dUNEQ or dTIM
aREl ~ nN_B

alSF ~ CI_SSFor dUNEQ or dTIM
arT SFprot ~ arSkordexc

arsD ~ dDEG

On declaration of aAlS the function shall output an all-ONEs (AIS) signal — complying to the frequency limits for this
signal within 2 frames (250 microseconds). Upon termination of the above failure conditions the all-ONES shall be
removed within two frames (250 microseconds).

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

cUNEQ ~ dUNEQ and MON

cTIM ~ dTIM and (not dUNEQ) and MON

cEXC ~ dEXC and (not dTIM) and MON

cDEG ~ dDEG and (not dTIM) and MON

cRDI ~ dRDI and (not dUNEQ) and (not dTIM) and MON and RDI_Reported

Perfor mance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ aTSFordEQ

pF_DS —~ dRDI

PN EBC < Y nN_B

pF_EBC ~ SnFB

6.2.2 Higher order non-intrusive monitor (Snm_TT)

The Higher order Path overhead monitor function comprises the atomic function Higher order non-intrusive monitor sink
[Snm_TT_Sk, n = (3 or 4)] illustrated in Figure 6.13 and Table 6-5.

The $_TT function processes the POH to determine the status of the defined path attributes. The POH formats are
defined in Recommendation G.707. The information flows associated withntheTS function are described in
Figure 6-13 and Table 6-5.
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Sn_Al_TSF
Sn_AI_TSD

Snm_TT_Sk_MP ¢—p»

T1525970-97/d073

Sn_CP

Figure 6-13/G.783 — Higher order path overhead monitor

6.2.2.1 Sink direction

This function monitors the higher order VC-n [n = (3 or 4)] for errors, and recovers the trail termination status. It extracts
the payload independent overhead bytes/bits (J1, G1, B3) from the VC-n layer Characteristic Information.

Interfaces
Table 6-5/G.783 — 8m_TT_Sk input and output signals
Input(s) Output(s)
Sn_Cl_Data Sn_Al_TSF
Sn_CI_Clock Sn_Al_TSD
Sn_Cl_FrameStart
Sn_Cl_SSF Snm_TT_Sk_MI_cTIM

Snm_TT_Sk_MI_TPmode
Snm_TT_Sk_MI_ExTI
Snm_TT_Sk_MI_RDI_Reported
Snm_TT_Sk_MI_DEGTHR
Snm_TT_Sk_MI_DEGM
Snm_TT_Sk_MI_1second

Shm_TT_Sk_MI_cUNEQ
Shm_TT_Sk_MI_cDEG
Snm_TT_Sk_MI_cRDI
Shm_TT_Sk_MI_cAIS
Sam_TT_Sk_MI_AcTI
Shm_TT_Sk_MI_pN_EBC
Snm_TT_Sk_MI_pF EBC

Snm_TT_Sk_MI_TIMdis Snm_TT_Sk_MI_pN_DS

Snm_TT_Sk_MI_pF DS

Processes

J1: Thetrail trace identifier is recovered from VC-n POH at the Sn_CP. The accepted value of J1 is also available at the
Snm_TT_Sk_MP. For adescription of trace identifier mismatch processing, see 2.2.2.4.

C2: The signal label bits at the Sn_CP shall be recovered. For further description of unequipped defect processing,
see2.2.2.2. The function shall detect for an AIS VC (VC-AIS) condition by monitoring the VC PSL for code
"1111 1111". For further description of VC-AIS defect processing, see 2.2.2.3.

B3: Byte B3 is recovered from the VC-n POH the Sn_CP. BIP-8 is computed for the VC-n frame. The computed BIP-8
value for the current frame is compared with the recovered B3 byte from the following frame. The process for detecting
excessive errors and signal degrade is described in section 2.2.2.5.
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G1[1-4]: The REI shall be recovered and the derived performance primitives should be reported at the Snm_TT_Sk_MP.
G1[5]: The RDI defect is processed as described in 2.2.2.6.
Defects

The function shall detect for dUNEQ, dTIM, dEXC, dDEG, dAIS and dRDI defects according to the specification
in2.22.

Consequent actions

The function shall perform the following conseguent actions (see 2.2.3):
aTSF ~ Cl_SSFordAlSor dUNEQ or dTIM

ar Skprot ~ dEXCoraTSF

arsD ~ dDEG

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

CAIS ~ dAlISand MON and AIS_Reported

cUNEQ — dUNEQ and MON

cTIM — dTIM and (not dUNEQ) and MON

CEXC ~ deXCand (not dTIM) and MON

cDEG ~ dDEG and (not dTIM) and MON

cRDI ~ dRDI and (not dUNEQ) and (not dTIM) and MON and RDI_Reported

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arskFordeQ

pF DS ~ dRDI

pN_EBC ~ >YNN_B

pF_EBC ~ >YnFB

6.2.3 Higher order supervisory-unequipped termination (Sns TT)

The Higher order Supervisory-unequipped function comprises the atomic functions Higher order Supervisory unequipped
termination source [Sns TT_So,n3or 4)] and sink [Sns TT_Sk, n= (3 or 4)] asillustrated in Figure 6-14 and Tables 6-
6 and 6-7.

The Snm_TT function creates a VC-n at the Sn_CP by generating and adding POH to an undefined container C-n. In the
other direction of transmission it terminates and processes the POH to determine the status of the defined path attributes.

The POH formats are defined in Recommendation G.707. The information flows associated with the Snm_TT function
are described in Figure 6-14 and Tables 6-6 and 6-7.

NOTE — The &s_TT [h = (3 or 4)] function generates and monitors supervisory-unequipped signals.
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Sn_Al_TSF
Sn_Al_TSD
—_—— TO_TP
Sn_RI
Sn_TT_Sk_MP Sns_TT_So_MP
T1525980-97/d074
Sn_CP Sn_CP

Figure 6-14/G.783 — Higher order supervisory unequipped termination function

6.2.3.1 Sourcedirection

This function generates error monitoring and status overhead bytes to an undefined VC-n [n = (3 or 4)].

I nterfaces
Table 6-6/G.783 — 8m_So input and output signals
Input(s) Output(s)
Sn_RI_RDI Sn _Cl_Data
Sn_RI_REI Sn_Cl_Clock
TO_TI_Clock Sn_CI_FrameStart
TO_TI_FrameStart
Sns TT_So_MI_TxTI

Processes
An undefined VC-n [n = (3 or 4)] should be generated.
C2: Signal label 0000 0000 (unequipped) should be inserted in the VC-n.

J1: Thetrail trace identifier should be generated. Its valueis derived from reference point Sn_TT_So_MP. The path trace
format is described in 2.2.2.4.

B3: Bit interleaved parity (BIP-8) is computed over al bits of the previous VC-n and placed in B3 byte position.
G1[1-4]: The number of errorsindicated in RI_REI is encoded in the REI (bits 1 to 4 of the G1 byte).

G1[5]: When there is an active RI_RDI, the RDI indication shall be sent in bit 5 of the G1 byte within 250 ps. Upon
termination of the above conditions, the RDI indication shall be removed within 250 ps.

Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring

None.
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6.2.3.2 Sink Direction

I nterfaces
Table6-7/G.783 — Shs_TT_Sk input and output signals
Input(s) Output(s)
Sn_Cl_Data Sn_Al_TSF
Sn_CI_Clock Sn_Al_TSD
Sn_Cl_FrameStart
Sn_Cl_SSF Sn_RI_RDI
Sn_RI_REI
Sns TT_Sk_MI_TPmode
Sns TT_Sk_MI_ExTI Sns TT_Sk_MI_cTIM
Sns TT_Sk_MI_RDI_Reported Sns TT_Sk_MI_cUNEQ
Sns TT_Sk_MI_DEGTHR Sns TT_Sk_MI_cDEG
Sns TT_Sk_MI_DEGM Sns TT_Sk_MI_cRDI
Sns TT_Sk_MI_1second Sns TT_Sk_MI_AcTI
Sns TT_Sk_MI_TIMdis Sns TT_Sk_MI_pN_EBC

Sns TT_Sk_MI_pF EBC
Sns TT_Sk_MI_pN_DS
Sns TT_SK_MI_pF DS

Processes

J1: The trail trace identifier is recovered from VC-n POH at the Sn_CP and processed as specified in 2.2.2.4. The
accepted value of J1 is also available at the Sn_TT_Sk MP. For further description of trace identifier mismatch
processing, see 2.2.2.4.

C2: Thesignal label at the Sn_CP shall be recovered. Note that the Sns TT sink direction aways expects an unequipped
signal label. For further description of unequipped defect processing, see 2.2.2.2.

B3: The error monitoring byte B3 at the Sm_CP shall be recovered. BIP-8 is computed for the VC-n frame. The
computed BIP-8 value for the current frame is compared with the recovered B3 byte from the following frame. The
process for detecting excessive errors and signal degrade is described in section 2.2.2.5.

G1[1-4]: The REI shall be recovered and the derived performance primitives should be reported at the Sns TT_Sk_MP.
G1[5]: The RDI defect is processed as described in 2.2.2.6.

Defects
The function shall detect for dUNEQ, dTIM, dEXC, dDEG and dRDI defects according to the specification in 2.2.2.

Consequent actions

The function shall perform the following consequent actions (see 2.2.3):

aRDI ~ SSFordTIM
aREl « "number of error detection code violations"
arSF ~ CI_SSFordTIM

aT SFprot ~ arsrFordexc

Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

CUNEQ ~ dTIM and (AcTI = all zeroes) and dUNEQ and MON
cTIM ~ dTIM and [not (AUNEQ and AcTI = al zeroes)] and MON
cEXC ~ dEXCand (not dTIM) and MON
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cDEG ~ dDEG and (not dTIM) and MON
cRDI ~ dRDI and (not dTIM) and MON and RDI_Reported

Performance monitoring

The function shall perform the following performance primitives processing (see 2.2.5). The performance monitoring
primitives shall be reported to the SEMF.

pN_DS ~ arsrFordeQ
pF_DS ~ dRDI
pN_EBC < >nN_B

pF_EBC « SnFB

6.3 Adaptation functions

6.3.1 Higher order trail adaptation function (Sn/Sm_A)

The Sn/Sm_A provides the primary functionality within the Sn/Sm_A, (m= 11, 12, 2 or 3; n = 3 or 4). It defines the TU
pointer processing, and may be divided into three functions:

—  pointer generation;
—  pointer interpretation;

— frequency justification.
The format for TU pointers, their roles for processing, and mappings of VCs are described in Recommendation G.707.

Figure 6-15 illustrates thenf5sm_A function.

Sm_CP Sm_CP
TO_TP
sn/Sm_A_Sk_MP Sn/Sm Sn/Sm Sn/Sm_A_So_MP
L T1525990-97/d075

Sn_AP Sn_AP

Figure 6-15/G.783 — Higher order path adaptation function

The Sn/Sm_A function a so acts as a source and sink for bytes H4, and C2.

6.3.1.1 Sourcedirection

I nterfaces
See Table 6-8.
Table 6-8/G.783 — //Sm_A_So input and output signals
Input(s) Output(s)

Sm Cl_Data Sn_Al_Data
Sm CI_Clock Sn_Al_Clock
Sm_Cl_FrameStart Sn_Al_FrameStart
Sm_CI_MultiFrameSync
Sn/Sm_A_So MI_Active
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Processes

The Sn/Sm_A function assembles VCs of lower order m (m = 11, 12, 2, 3) as TU-m into VCs of higher order n
(n=3or4).

The frame offset in bytes between a lower order VC and higher order VC isindicated by a TU pointer which is assigned
to that particular lower order VC. The method of pointer generation is described in Recommendation G.707. LOVC data
at the Sm_CP is synchronized to timing from the TO reference point.

The PP function provides accommodation for wander and plesiochronous offset in the received signal with respect to the
synchronous equipment timing reference. The PP function can be modelled as a data buffer which is being written with
data, timed from the received VC clock, and read by a VC clock derived from reference point TO. When the write clock
rate exceeds the read clock rate, the buffer gradually fills and vice versa. Upper and lower buffer occupancy thresholds
determine when pointer adjustment should take place. The buffer is required to reduce the frequency of pointer
adjustments in a network. The pointer hysteresis threshold spacing alocation is specified in 10.1.4.2. When the data in
the buffer rise above the upper threshold for a particular VC, the associated frame offset is decremented by one byte and
an extra byte is read from the buffer. When the data in the buffer fall below the lower threshold for a particular VC, the
associated frame offset is incremented by one byte and the read opportunity is cancelled. Pointer processing in the
MSn/Sn_A function isdescribed in 5.3.1.

H4: A multiframe indicator is generated as described in Recommendation G.707 and placed in the H4 byte position.
C2: Signal label information derived directly from the Adaptation function type is placed in the C2 byte position.
Defects

None.

Consequent actions

The function shall perform the following consequent actions:

aAlS —~ CI_SSF

When an al-ONEs (AlS) signal is applied at the Sm_CP, an all-ONEs (TU-AIS) signal shall be applied at the Sn_AP
within 2 (multi)frames. Upon termination of the all-ONEs signal at the Sm_CP, the all-ONEs (TU-AIS) signal shall be
terminated within 2 (multi)frames.

Defect correlation

None.

Performance monitoring

None.

6.3.1.2 Sink direction

Interfaces
See Table 6-9.
Table 6-9/G.783 — 1/Sm_A_Sk input and output signals
Input(s) Output(s)
Sn_Al_Data Sm Cl_Data
Sn_Al_Clock Sm_CI_Clock
Sn_Al_FrameStart Sm_Cl_FrameStart
Sn_Al_TSF Sm Cl_MFS
Sm CI_SSF
Sn/Sm_A_Sk_MI_Active
Sn/Sm A_Sk_MI_cPLM
Sn/Sm A_Sk_MI_cLOM
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Processes

The $4/Sm_A_Sk function disassembles VC-4 into VCs of lower order m (m=11, 12, 2, 3), performing multiframe
alignment if necessary. S3/Sm A_Sk disassembles VC-3 into VCs of lower order m (m=11, 12, 2), performing
multiframe alignment if necessary. The TU pointer of each lower order VC is decoded to provide information about the
frame offset in bytes between the higher order VC and the individual lower order VCs. The method of pointer
interpretation is described in Recommendation G.707. This process must allow for continuous pointer adjustments when
the clock frequency of the node where the TU was assembled is different from the local clock reference. The frequency
difference between these clocks affects the required size of the data buffer whose function is described below.

The function shall perform TU pointer interpretation as specified in Annex C to recover the LOVC frame phase within
the HOV C. Two defect conditions can be detected by the pointer interpreter:

—  Loss of Pointer (LOP);

— TU-AIS.

It should be noted that a persistent mismatch between provisioned and received TU type will result in a Loss of Pointer
(LOP) defect.

C2: Byte C2 is recovered from V@port at the 8 AP. If a dPLM is detected (see 2.2.2.7), then it shall be reported via
reference point 8Sm_A_Sk_MP. The accepted value of C2 is also available atrif@gSA_Sk_MP.

NOTE 1 — Acceptance criteria and defect detection specification for signal label is for further study.

H4: In the case of payloads requiring multiframe alignment, a multiframe indicator is derived from the H4 byte
(see 2.3.2). The received H4 value is compared to the next expected value in the multiframe sequence. The H4 value is
assumed to be in phase when it is coincident with the expected value. If several H4 values are received consecutively not
as expected but correctly in sequence with a different part of the multiframe sequence, then subsequent H4 values shall be
expected to follow this new alignment. If several H4 values are received consecutively not correctly in sequence with any
part of the multiframe sequence, then a Loss of Multiframe (LOM) event shall be reported at the S/Sm A_Sk_MP.
When several H4 values have been received consecutively correctly in sequence with part of the multiframe sequence,
then the event shall be ceased and subsequent H4 values shall be expected to follow the new alignment.

NOTE 2 — The meaning of several is that the number should be low enough to avoid excessive delay in re-framing but high enough
avoid re-framing due to errors; a value in the range 2 to 10 is suggested.

Defects
The function shall detect for dAIS, dLOP, dLOM and dPLM defects according to the specification in 2.2.2.

Consequent actions

The function shall perform the following consequent actions (see 2.2.3):

For VC-3:
aAlS «~ dPLM or dAISor dLOP
aSSF « dPLM or dAISor dLOP

For VC-11/VC-12/VC-2:
aAlS «~ dPLM or dLOM or dAIS or dLOP
aSSF « dPLM or dLOM or dAIS or dLOP

Upon the declaration of aAlS, a logical all-ONEs (AlS) signal shall be applied at the Sm_CP within 2 (multi)frames.
Upon termination of these aAlS, the all-ONEs signal shall be removed within 2 (multi)frames.
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Defect correlations

The function shall perform the following defect correlations to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

cPLM « dPLM and (not TSF)

For VC-3:

CAIS ~ dAlSand (not TSF) and (not dPLM) and AIS_Reported
cLOP ~ dLOPand (not dPLM)

For VC-11/VC-12/VC-2:

cLOM ~ dLOM and (not TSF) and (not dPLM)
cAIS ~ dAlSand (not TSF) and (not dPLM) and (not dLOM) and AIS_Reported
cLOP ~ dLOPand (not dPLM) and (not dLOM)

Performance monitoring

None.

6.3.2 Higher order trail adaptation function (Sn/Pgx_A)

Sn/Pgx_A [n=(3 or 4), g = (31, 32 or 4)] operates at the access port to a synchronous network or subnetwork and adapts
user data for transport in the synchronous domain. Sn/Pgx_A function acts also as a source and sink for the POH payload
dependent information. The Sn/Pgx_A function directly maps G.703 (PDH) signals into a higher order container. The
information flows associated with the higher order adaptation function are shown in Figure 6-16 and Tables 6-11
and 6-12.

The higher order path adaptation function comprises the atomic functions higher order path adaptation source and sink.
Pax_CP Pgx_CP

<«
Sn/Pgx_A_Sk_MP Sn/Pgx Sn/Pgx

! v

Sn_AP Sn_AP

TO_TP
Sn/Pgx_A_So_MP

T1526000-97/d076

Figure 6-16/G.783 — Higher order path adaptation function

Adaptation functions are defined for each of the levels in the existing plesiochronous hierarchies. Each adaptation
function defines the manner in which a user signal can be mapped into one of a range of synchronous containers C-m of
appropriate size. The container sizes have been chosen for ease of mapping various combinations of sizes into high order
containers; see Table 6.10. Detailed specifications for mapping user data into containers are given in Recommen-
dation G.707.

Table 6-10/G.783 — — Container sizes

Atomic function Sl‘gryv;r Client layer Signal label Container size HPA-n
S3/P31x_A S3 P31x 0000 0100 C3 HPA-3 async.
S3/P32x_A S3 P32x 0000 0100 C3 HPA-3 async.
SAIPAX_A A P4x 0001 0010 C-4 HPA-4 async.
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6.3.2.1 Sourcedirection

I nterfaces
Table6-11 — $1/Pgx_A_So input and output signals
Input(s) Output(s)
Pgx_CI_Data Sn_Al_Data
Pagx_Cl_Clock Sn_Al_Clock
TO_TI_Clock Sn_Al_FrameStart
TO_TI_FrameStart
Sn/Pgx_A_So_MI_Active

Processes

Data at the Pgx_CP is the user information stream. Timing of the data is also delivered as timing at the CP. Data is
adapted according to one of the adaptation functions referred to above. This involves synchronization and mapping of the
information stream into a container as described in Recommendation G.707 and adding of payload dependent functions.

The container is passed to the Sn_AP as data together with frame offset which represents the offset of the container frame
with respect to reference point TO_TP. This frame offset is constrained by the requirements of the client layer; e.g. for
SDH equipment, the timing of the client layer is specified in Recommendation G.813.

Mapping of overhead and maintenance information from byte synchronously mapped G.703 (PDH) signasis for further
study.

C2: Thesignal label shall be inserted according to the type of mapping used by the adaptation function, see Table 6-10.

Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring

None.

6.3.2.2 Sink direction

Interfaces
Table 6-12/G.783 — 8/Pgx_A_Sk input and output signals
Input(s) Output(s)

Sn_Al_Data Pax_CI_Data
Sn_Al_Clock Pax_CI_Clock
Sn_Al_FrameStart Sn/Pax_A_Sk_MI_cPLM
Sn_Al_TSF Sn/Pox_A_Sk_MI_AcSL
Sn/Pax_A_Sk_MI_Active

Processes

The information stream data at the Sn_AP is presented as a container together with frame offset. The user information
stream is recovered from the container together with the associated clock suitable for tributary line timing and passed to
the reference point Pgx_CP as data and timing. This involves de-mapping and desynchronizing as described in
Recommendation G.707 and payload dependent information.

Recommendation G.783  (04/97) 115



NOTE — Other signals may be required from_8SP to generate overhead and maintenance information for byte-synchronously
mapped G.703 (PDH) signals. This is for further study.

C2: Signal label, byte C2 is recovered. For further description of signal label processing, see2.2.2.7.
Defects

The function shall detect for dPLM defects according to the specificationin 2.2.

Consequent actions

The function shall perform the following consequent actions:

aAlS ~ Al_TSFordPLM

aSSF ~ Al_TSFordPLM

When AIS is applied at the Sn_AP, or adPLM defect is detected (mismatch between expected value of signal label and
received value of signal label), the adaptation function shall generate an all-ONEs signal (AlS) in accordance with the
relevant G.700-Series Recommendations.

NOTE — In the case of 45 Mbit/s interface, the AlS signal is defined in Recommendation M.20.

Defect correlation

The function shall perform the following defect correlation to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

CcPLM — dPLM and (not Al_TSF)

Performance monitoring

None.
6.3.3 Sn/User A

6.3.3.1 Sourcedirection

Interfaces
See Table 6-13.
Table 6-13/G.783 — h/User_A_So function inputs and outputs
Input(s) Output(s)
User Cl_Data Sn_Al_Data
User_CI_Clock
Processes

F2, F3: Two bytes per frame are allocated for user communication purposes. They are derived from reference point U5
and placed in the F2 and F3 byte positions.

Defects

None.

Consequent actions

None.

Defect correlations

None.

Performance monitoring

None.
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6.3.3.2 Sink direction

I nterfaces
See Table 6-14.
Table 6-14/G.783 — h/User_A_Sk function inputs and outputs
Input(s) Output(s)
Sn_Al_Data User_Cl_Data
Sn_Al_Clock User_CI_Clock
Sn_Al_FrameStart User_CI_SSF
Sn_Al_TSF
Processes

F2, F3: Two bytes per frame are allocated for user communication purposes. They are derived from the F2 and F3 bytes
and passed via reference point U5 to the overhead access function.

Defects

None.

Consequent actions
aSSF ~ AIlTSF
aAlS ~ AIL_TSF

On declaration of aAlS the function shall output an all-ONEs (AIS) signal — complying to the frequency limits for this
signal (a bit rate in range 64 kbitts100 ppm) within 2 frames (250 microseconds). Upon termination of the above
failure conditions the all-ONEs shall be removed within two frames (250 microseconds).

Defect correlations

None.

Performance monitoring

None.

6.4 Sublayer functions
6.4.1 Higher order path protection sublayer functions

Processes
Higher order VC trail protection mechanism is described in Recommendation G.841.

The $P_C function provides protection for the higher order trail against channel-associated defects within a higher order
trail from trail termination source to trail termination sink.

The $iP_C function provides protection for the higher order trail against channel-associated defects within a lower order
trail from trail termination source to trail termination sink. In Figure 6-17 the higher order trail protection sublayer is
given. The protection is performed in the sublayer connection functidh (3.

The SiP_C functions at both ends operate the same way, by monitoring MC= (3 or 4)] signals for defects,
evaluating the system status taking into consideration the priorities of defect conditions and of external and remote switch
requests, and selecting the signal from the appropriate path. TheBw&€ Sunctions may communicate with each other

via a bit-oriented protocol defined for th@Rs C characteristic information byte K3 in the POH of the protection path.

This protocol is described in Recommendation G.841.

In Figure 6-18 the higher order path protection function is explained. The working and protection paths are at the bottom.
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Sm_CP User_CP

TO TP User_CP Sm_CP

i\ Sn/User Sn/Sm \ Sn/Sm Sn/User
i,
Sn_AP Sn_AP

T1526010-97/d077

Sn_CP

Sn_CP

Figure 6-17/G.783 — Higher order path protection sublayer functions

Sn_AP

W SnP_CP
Protected

A

Sn/SnP Sn/SnP Sn/SnP Sn/SnP
i Sn_AP T Sn_AP T
Sn <--- Sn T
Sn_RI Sn_RI
i Sn_CP Sn_CP T1526020-97/d078
Working Protection

Figure 6-18/G.783 — Higher order path protection atomic functions
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6.4.1.1 Higher order path protection connection function (SnP_C)

The signa flow associated with the SnP_C function is described with reference to Figure 6-19 and Table 6-15. The
SnP_C function receives control parameters and external switch requests at the SnP_C_MP reference point from the
synchronous equipment management function and outputs status indicators at the SnP_C _MP to the synchronous
equipment management function, as aresult of switch commands described in Recommendation G.841.

SnP_MP

Interfaces

6.4.1.11

SnP_CP

SnP_CP

Working SnP Protection

Normal

Protection

T1526030-97/d079

Figure 6-19/G.783 — Higher order path protection connection function

Table 6-15/G.783 — hP_C input and output signals

For connection points W and P:

Sn_Al_Data
Sn_Al_Clock
Sn_Al_FrameStart
Sn_Al_SSF
Sn_Al_SSD

For connection point N:
Sn_Al_Data
Sn_Al_Clock
Sn_Al_FrameStart

For connection point P:
Sn_AI_APS

SnP_C_MI_OPERType
SnP_C_MI_WTRTime
SnP_C_MI_HOTime
SnP_C_MI_EXTCMD

For connection points W and P:
Sn_Al_Data

Sn_Al_Clock
Sn_Al_FrameStart

For connection point N:
Sn_Al_Data
Sn_Al_Clock
Sn_Al_FrameStart
Sn_Al_SSF

For connection point P:
Sn_AI_APS

SnP_C_MI_pPSC
SnP_C_MI_pPSSw
SnP_C_MI_pPSSw

NOTE — Protection status reporting signals are fq
further study.

Source direction

=

Data at the Sn_CP is a higher order trail signal, timed from the TO_TP reference point, with indeterminate Sn layer POH

bytes.

For 1 + 1 architecture, the signal received at the Sn_CP from the protection trail termination function SnP_TT_So is
bridged permanently at the Sn_AP to both working and protection Sn_TT functions.
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The APS information generated according to the rules in Recommendation G.841 is presented at the SnP_CP to the
protection trail. This APS information may aso be presented to the working trails Protection trail termination
(SnP_TT_So) functions.

6.4.1.1.2 Sink direction

Framed Higher order trail signals (data) SnP_CI whose Higher order trail POH bytes have already been recovered by the
Sm TT_Sk are presented at the Sn_CP along with incoming timing references. The defect conditions SSF and SSD are
also received at the Sn_CP from all Sn_TT_Sk functions.

The recovered APS information from the protection trail's adaptation functiofsnf®S A _Sk) is presented at the
SnP_CP. Working trail’'s adaptation functions may also present this APS information toRh€.SThe 8P_C must be
able to ignore this information from the working adaptation functions.

Under normal conditions,r®_C passes the data, timing, and signal fail from the workifgnB_A Sk functions to the
corresponding @_TT_Sk at the & _TCP. The data, timing, and signal fail from the protection path is not forwarded.

Under a fault condition on the working pathnPS C passes the data, timing, and signal fail from the protection

Sn/SnP_A_Sk function to the correspondingis TT_Sk at the 8_TCP. The signal received from the working
Sn/SnP_A_Sk is not forwarded.

6.4.1.1.3 Switch initiation criteria

Automatic protection switching is based on the TSF and TSD conditions of the working and protection paths. Detection
of these conditions is described in 6.2.1.2.

The protection switch can also be initiated by switch commands received via the synchronous equipment management
function. See Recommendation G.841.

6.4.1.1.4 Switchingtime
Protection switching shall be completed within TBD ms of detection of an SSF or SSD condition that initiates a switch.

The protection switch completion time is for further study. A proposal is a basic switchgjmeTBD ms increased by
a holdoff time T provisionable from 0 to 10 s in step of 100 ms.

6.4.1.1.5 Switchrestoration

Switch restoration is a function related to revertive operation, when the working path has recovered from defect. It is not
applicable to VC trail protection which supports non-revertive operation only. See the description of revertive 1
unidirectional protection switching in Recommendation G.841.

Defects

None.

Consequent actions

None.

Defect correlation

None.

Performance monitoring

pPSC ~ According to 2.2.5.6.
pPSSw ~ According to 2.2.5.7.
pPSSp ~ According to 2.2.5.7.
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6.4.1.2 Higher order path protection trail termination function (SnP_TT)

The Protection trail termination function comprises the atomic functions Protection trail termination source [SnP_TT_So,

n=(3or4)] andsink [SnP_TT_Sk, n = (3 or 4)] asillustrated in Figure 6-20 and Table 6-16 and 6-17.

SnP_TT_Sk_MP

Figure 6-20/G.783 — Higher order path protection trail termination function

6.4.1.2.1 Sourcedirection

Interfaces

Sn_AP

<4+—>

SnP_CP

Sn_AP

SnP_CP T1526040-97/d080

Table 6-16/G.783 — hP_TT_So input and output signals

Input(s)

Output(s)

SnP_Al_Data
SnP_Al_Clock
SnP_Al_FrameStart

SnP_CI_Data
SnP_Cl_Clock
SnP_Cl_FrameStart

Processes

No information processing is required in the SnP_TT_So sincethe Sn_Al at its output isidentical to the SnP_CI.

Defects

None.

Consequent actions

None.

Defect correlation

None.

Performance monitoring

None.
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6.4.1.2.2 Sink direction

I nterfaces
Table6-17/G.783 — hP_TT_Sk input and output signals
Input(s) Output(s)
SnP_Cl_Data SnP_Al_Data
SnP_Cl_Clock SnP_Al_Clock
SnP_Cl_FrameStart SnP_Al_FrameStart
SnP_Cl_SSF SnP_Al_TSF
SnP_TT_Sk_MI_cSSF
Processes

The SnP_TT_Sk function report, as part of the Sm layer, the state of the protected Sn trail. In case al trails are
unavailable, the SnP_TT_Sk reports the signal fail condition of the protected trail.

Defects

None.

Consequent actions
arSsF ~ CI_SSF
Defect correlation

CcSSF ~ CI_SsF
Performance monitoring
None.

6.4.1.3 Higher order path protection adaptation function (3/SnP_A)

See Figure 6-21.
SnP_CP SnP_CP
D CK FS SSF SSD APS DCK FS APS
\ Sn/SnP Sn/SnP
Sn_AP Sn_AP T1526050-97/d081

Figure 6-21/G.783 — Higher order path trail protection adaptation function

6.4.1.3.1 Sourcedirection

I nterfaces
See Table 6-18.
Table 6-18/G.783 — $/SnP_A_So input and output signals

Input(s) Output(s)
Sn_Al_Data Sn_Al_Data
Sn_Al_Clock Sn_Al_Clock
Sn_Al_FrameStart Sn_Al_FrameStart
Sn_Al_APS
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Processes
The function shall multiplex the Sm APS signal and Sm data signal onto the Sn_AP.

K3[1-4]: Theinsertion of the lower order APS signal is for further study. This processis required only for the protection
trail.

Defects

None.

Consequent actions
None.

Defect correlation
None.
Performance monitoring

None.

6.4.1.3.2 Sink direction

I nterfaces
See Table 6-19.
Table 6-19/G.783 — hP_A_ Sk input and output signals
Input(s) Output(s)
Sn_Al_Data Sn_Al_Data
Sn_Al_Clock Sn_Al_Clock
Sn_Al_FrameStart Sn_Al_FrameStart
Sn_AI_TSF Sn_Al_SSF
Sn_Al_TSD Sn_Al_SSD
Sn_AI_APS (for Protection signal only)
Processes

The function shall extract and output the SnP_CI_D signal from the SnP_Al_D signal.

K3[1-4]: The extraction and persistency processing of the lower order APS signal is for further study. This process is
required only for the protection trail.

Defects

None.

Consequent actions
aSSF « AITSF
aSsD — AILTSD
Defect correlation

None.

Performance monitoring
None.

6.4.2 Option 2 tandem connection sublayer functions

Two options for higher order tandem connection monitoring are currently defined in Recommendation G.707, where they
arereferred to as "option 1" and "option 2". The functions defined in this subclause support option 2.
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6.4.2.1 Higher order tandem connection trail termination function (SnD_TT)

This function acts as a source and sink for the higher order Tandem Connection OverHead (TCOH) described in
Annex D/G.707 (TC monitoring protocol option 2). The information flows associated with the HTCT function are
described with reference to Figure 6-22, Tables 6-20 and 6-21.

SnD_AP SnD_AP

SnD_TT_Sk_MP SnD_TT_So_MP

T1526060-97/d082
Sn_CP Sn_CP

Figure 6-22/G.783 — Higher order tandem connection trail termination function

6.4.2.1.1 Sourcedirection

Interfaces

Table 6-20/G.783 — ShD_TT_So input and output signals

Input(s) Output(s)

SnD_Al_Data Sn_Cl_Data
SnD_Al_Clock Sn_CI_Clock
SnD_Al_FrameStart Sn_Cl_FrameStart
SnD_Al_SF

SnD_RI_RDI
SnD_RI_REI
SnD_RI_ODI
SnD_RI_OEl

SnD_TT_So_MI_TxTI

Processes

N1[9][73]: The function shall insert the TC RDI code within 1 multiframe (9.5 ms) after the RDI request generation
(RI_RDI) in sink direction. It ceases RDI code insertion within 1 multiframe (9.5 ms) after the RI_RDI request has
cleared.

NOTE — N1[x][y] refers to bit x (x = 7,8) of byte N1 in frame y (y = 1..76) of the 76 frame multiframe.
N1[5]: Thefunction shall insert the RI_REI valuein the REI bit in the following frame.

N1[7][4]: The function shall insert the ODI code within 1 multiframe (9.5 ms) after the ODI request generation (RI_ODI)
in the sink direction. It ceases ODI code insertion at the first opportunity after the RI_ODI request has cleared.

N1[6]: The function shall insert the RI_OEI value in the OEI bit in the following frame.

N1[7-8]: The function shall insert in the multiframed N1[7-8] channel:
— the Frame Alignment Signal (FAS) "1111 1111 1111 1110" in FAS bits in frames 1 to 8;

— the TC trace identifier, received via reference point HTCT_MP (SET Tx TC trace ID), in the TC trace ID bits in
frames 9 to 72;
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— the RDI (N1[8][73]) and ODI (N1[7][74]) signals; and

— all-0s in the six reserved bits in frames 73 to 76.

N1[1-4]: See 2.3.7.

B3: The function shall compensate the Y@IP-8 (in B3) according to the rule found in D.4/G.707, and as specified

in 2.3.5.

Defects

None.

Consequent actions
None.

Defect correlation
None.

Performance monitor
None.

6.4.2.1.2 Sink direction

I nterfaces
Table6-21/G.783 — hD_TT_Sk input and output signals
Input(s) Output(s)

Sn_Cl_Data SnD_Al Data
Sn_CI_Clock SnD_AlI_Clock
Sn_Cl_FrameStart SnD_Al_FrameStart
Sn_Cl_SSF SnD_Al_TSF

SnD_Al_TSD
SnD_TT_Sk_MI_ExTI SnD_Al_OSF
SnD_TT_Sk_MI_RDI_Reported
SnD_TT_Sk_MI_ODI_Reported SnD_RI_RDI
SnD_TT_Sk_MI_TIMdis SnD_RI_REl
SnD_TT_Sk_MI_DEGM SnD_RI_ODI
SnD_TT_Sk_MI_DEGTHR SnD_RI_OEI

SnD_TT_Sk MI_1second
SnD_TT_Sk_MI_TPmode

SnD_TT_Sk_MI_cLTC
SnD_TT_Sk_MI_cTIM
SnD_TT_Sk_MI_cUNEQ
SnD_TT_Sk_MI_cDEG
SnD_TT_Sk_MI_cRDI
SnD_TT_Sk_MI_cODI
SnD_TT_Sk_MI_AcTI
SnD_TT_Sk_MI_pN_EBC
SnD_TT_Sk_MI_pF_EBC
SnD_TT_Sk_MI_pN_DS
SnD_TT_Sk_MI_pF DS
SnD_TT_Sk_MI_pON_EBC
SnD_TT_Sk_MI_pOF_EBC
SnD_TT_Sk_MI_pON_DS
SnD_TT_Sk_MI_pOF_DS

Processes

TC EDC violations: See 2.3.6.

N1[1-4]: The function shall extract the Incoming Error Code (IEC). It shall accept the received code without further

processing.
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N1[7-8][9-72]: The Received Trail Trace Identifier shall be recovered from the tandem connection trail trace identifier
overhead. The accepted value of TC trace identifier is also available at the HTCT_MP.

N1[1-4]: The function shall extract the Incoming AlS code.

N1[5], N1[8][73]: The information carried in the REI, RDI bits in byte N1 shall be extracted to enable single-ended
maintenance of a bidirectional tandem connection Trail. The REI shall be used to monitor the error performance of the
other direction of transmission, and the RDI shall be used to provide information as to the status of the remote receiver. A
"1" indicates a Remote Defect Indication state, while a"0" indicates the normal, working state.

N1[6], M1[7][74]: The information carried in the OEI, ODI bits in byte N1 shall be extracted to enable single-ended
(intermediate) maintenance of the VC-n egressing the tandem connection Trail. The OEI shall be used to monitor the
error performance of the other direction of transmission, and the ODI shall be used to provide information as to the status
of the remote receiver. A "1" indicates an Outgoing Defect Indication state, while a "0" indicates the normal, working
state.

N1[7-8]: Multiframe alignment: see 2.3.4.
N1: The function shall terminate N1 channel by inserting an all-ZEROs pattern.

B3: The function shall compensate the VC-n BIP-8 in byte B3 according to the algorithm defined in the source direction.

Defects

The function shall detect for dJUNEQ, dLTC, dTIM, dDEG, dRDI, dODI, IncAlSI defects according to the specification
in2.2.2.

Consequent actions

The function shall perform the following conseguent actions (see 2.2.3):

aAlS ~ dUNEQordTIM ordLTC

arsk « Cl_SSFordUNEQordTIM ordLTC

arsb ~ dDEG

aRDI « Cl_SSFordUNEQordTIM ordLTC

aREl ~ N_B (errored TC-m block)

aODI ~ CI_SSFordUNEQ or dTIM or dincAlSor dLTC
aOEl ~ ON_B (errored outgoing VC-m block)

aOSF ~ CI_SSFordUNEQor dTIM or dLTC or IncAIS

The function shall insert the all-ONEs (AlS) signal within 250 us after AlS request generation, and cease the insertion
within 250 ps after the AIS request is cleared.

Defect correlation

The function shall perform the following defect correlations to determine the most probable cause (see 2.2.4). This fault
cause shall be reported to the SEMF.

CUNEQ ~ dUNEQ

cLTC ~ (not dUNEQ) and dLTC

cTIM ~ (not dUNEQ) and (not dLTC) and dTIM

cDEG « (not dTIM) and (not dLTC) and dDEG

cRDI ~ (not dUNEQ) and (not dTIM) and (not dLTC) and dRDI and RDI_Reported
cODI « (not dUNEQ) and (not dTIM) and (not dLTC) and dODI and ODI_Reported
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Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arskordeQ

pF DS — drRDI

pN.EBC < > nN_B

pF_EBC — SnFB

pON_DS ~ aODl or dEQ

pOF_DS ~ doDl

pON_ EBC ~ Y nON_B

pOF EBC . Y nOF B

6.4.2.2 Higher order tandem connection non-intrusive monitor function (SnDm_TT)

This function acts as a non-intrusive monitor for the higher order Tandem Connection OverHead (TCOH) described in
Annex D/G.707 (HOTC monitoring protocol option 2).

The information flows associated with the SnDm_TT_Sk function are described with reference to Figure 6-23 and
Table 6-22.

Thetiming signal is provided from the SETS at the TO_TP reference point.

| SnD_AI_TSF
| SnD_AI_TSD

SnDm_TT_Sk_MP

T1526070-97/d083
Sn_CP

Figure 6-23/G.783 — Higher order tandem connection monitor function

This function can be used to perform the following:

1)
2)

3)

4)

single-ended maintenance of the TC by monitoring at an intermediate node, using remote information (RDI, REI);
aid in fault localization within TC trail by monitoring near-end defects;

monitoring of VC performance at TC egressing point (except for connectivity defects before the TC) using remote
outgoing information (ODI, OEI);

performing non-intrusive monitor function within SNC/S protection.
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Interfaces

Table 6-22/G.783 — hDm_TT_Sk input and output signals

Input(s)

Output(s)

Sn_Cl_Data
Sn_CI_Clock
Sn_Cl_FrameStart
Sn_CI_SSF

SnD_TT_Sk_MI_ExTI
SnD_TT_Sk_MI_RDI_Reported
SnD_TT_Sk_MI_ODI_Reported
SnD_TT_Sk_MI_TIMdis
SnD_TT_Sk_MI_DEGM
SnD_TT_Sk_MI_DEGTHR
SnD_TT_Sk _MI_1second
SnD_TT_Sk_MI_TPmode

SnD_AI_TSF
SnD_AIl_TSD

SnD_TT_Sk_MI_cLTC
SnD_TT_Sk_MI_cTIM
SnD_TT_Sk_MI_CUNEQ
SnD_TT_Sk_MI_cDEG
SnD_TT_Sk_MI_cRDI
SnD_TT_Sk_MI_cODI
SnD_TT_Sk_MI_AcTI
SnD_TT_Sk_MI_pN_EBC
SnD_TT_Sk_MI_pF_EBC
SnD_TT_Sk_MI_pN_DS

SnD_TT_Sk_MI_pF DS
SnD_TT_Sk_MI_pOF_EBC
SnD_TT_Sk_MI_pOF DS

Processes
TC EDC violations: See 2.3.6.

N1[1-4]: The function shall extract the Incoming Error Code (IEC). It shall accept the received code without further
processing.

N1[7-8][9-72]: The Received Trail Trace Identifier shall be recovered from the tandem connection trail trace identifier
overhead. The accepted value of TC trace identifier is also available at the HTCM_MP.

N1[1-4]: The function shall extract the Incoming AlS code.

N1[5], N1[8][73]: The information carried in the REI, RDI bits in byte N1 shall be extracted to enable single-ended
maintenance of a bidirectional tandem connection Trail. The REI shall be used to monitor the error performance of the
other direction of transmission, and the RDI shall be used to provide information as to the status of the remote receiver. A
"1" indicates a Remote Defect Indication state, while a"0" indicates the normal, working state.

N1[6], N1[7][74]: The information carried in the OEI, ODI bhits in byte N1 shall be extracted to enable single-ended
(intermediate) maintenance of the HOVC egressing the tandem connection Trail. The OElI (nOF_B) shall be used to
monitor the error performance of the other direction transmission, and the ODI shall be used to provide information as to
the status of the remote receiver. A "1" indicates an Outgoing Defect Indication state, while a "0" indicates the normal,
working state.

N1[7-8]: Multiframe aignment: See 2.3.4.

Defects

The function shall detect for dUNEQ, dLTC, dTIM, dDEG, dRDI, dODI, IncAlS| defects according to the specification
in22.2.

Consequent actions
The function shall perform the following consequent actions (see 2.2.3):
arsk « Cl_SSFordUNEQordTIM ordLTC

arsb ~ JdDEG
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Defect correlation

The function shall perform the following defect correlations to determine the most probable cause (see 2.2.4). This fault
cause shall be reported to the SEMF.

CUNEQ ~ dUNEQ

cLTC ~ (not dUNEQ) and dLTC

cTIM ~ (not dUNEQ) and (not dLTC) and dTIM

cDEG ~ (not dTIM) and (not dLTC) and dDEG

cRDI ~ (not dUNEQ) and (hot dTIM) and (not dL TC) and dRDI and RDI_Reported
cODI « (not dUNEQ) and (not dTIM) and (not dLTC) and dODI and ODI_Reported

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS arSF or dEQ

1

pF_DS — drDI

pN_EBC ~ YNNB

pF_EBC - YnFB

pOF_DS ~ doDI

pOF EBC ~ Y nOF B

6.4.2.3 Higher order tandem connection adaptation function (SnD/Sn_A)

This function acts as a source and sink for the adaptation of HO Sn layer to HO SnD sublayer. This function is applicable
for networks that support the higher order tandem connection monitoring protocol option 2 described in Annex D/G.707.

The information flows associated with the SnD/Sn_A function are described with reference to Figure 6-24 and
Table 6-23.

Thetiming signal is provided from the SETS at the TO_TP reference point.

Sn_CP Sn_CP
T \ 4
TO_TI
SnD/Sn SnD/Sn
T \ 4 T1526080-97/d084
SnD_AP SnD_AP

Figure 6-24/G.783 — Higher order tandem connection adaptation function
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6.4.2.3.1 Sourcedirection

I nterfaces
Table 6-23/G.783 — hD/Sn_A_So input and output signals
Input(s) Output(s)

Sn_Cl_Data SnD_Al_Data
Sn_CI_Clock SnD_AI_Clock
Sn_CIl_FrameStart SnD_Al_FrameStart
Sn_CI_SSF SnD_Al_SF
TO_TI_Ck

Processes

NOTE 1 - The function has no means to verify the existence of a tandem connection within the incoming signal. Nested tandem
connections are not supported.

The function shall replace the incoming Frame Start signal by alocal generated one (i.e. enter "holdover") if an al-ONEs
(AIS) VCisreceived (i.e. this function replaces an all-ONEs incoming VC by aVC-AlS signal).

NOTE 2 — This replacement of the (invalid) incoming frame start signal results in the generation of a valid pointer in the
MSn/Sn_A function.

Defects

None.

Consequent actions

This function shall perform the following consequent actions:
aSSF ~ CI_SSF

Defect correlation:

None.

Per formance monitoring:

None.

6.4.2.3.2 Sink direction

Interfaces
Table 6-24/G.783 — hD/Sn_A_Sk input and output signals
Input(s) Output(s)

SnD_AI_Data Sn_ClI_Data
SnD_Al_Clock Sn_ClI_Clock
SnD_AI_FrameStart Sn_CI_FrameStart
SnD_AI_OSF Sn_CI_SSF

Processes

The function shall restore theinvalid frame start condition if that existed at the ingress of the tandem connection.

NOTE 3 - In addition, the invalid frame start condition is activated on a tandem connection connectivity defect condition that causes
all-ONEs (AIS) insertion in ther®_TT.
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Defects

None.

Consequent actions

This function shall perform the following consequent actions:
AlS ~ Al_OSF

aSSF ~ Al_OSF

NOTE 4 — CI_SSF = true will result in AU-AIS generation by MSn_A function.

The function shall insert the all-ONEs (A1S) signal within 250 us after the AlS request has cleared.
Defect correlation

None.

Performance monitoring

None.

6.4.3 Option 1 tandem connection sublayer functions

Two options for higher order tandem connection monitoring are currently defined in Recommendation G.707, where they
are referred to as "option 1" and "option 2". The functions defined in this subclause support option 1 for a single higher
order VC-n.

6.4.3.1 Higher order tandem connection trail termination function (SnT_TT)

This function acts as a source and sink for the higher order Tandem Connection OverHead (TCOH) described in
Annex C/G.707 (TC monitoring protocol option 1). The information flows associated with the HTCT function are
described with reference to Figure 6-25, Tables 6-25 and 6-26.

SnT_AP SnT_AP

SnT_TT_Sk_MP SnT_TT_So_MP
T1528030-97/d085
Sn_CP Sn_CP

Figure 6-25/G.783 — Higher order tandem connection trail termination function

6.4.3.1.1 Sourcedirection

Interfaces

Table 6-25/G.783 — hT_TT_So input and output signals

Input(s) Output(s)
SnT_Al_Data Sn_Cl_Data
SnT_Al_Clock Sn_CI_Clock
SnT_Al_FrameStart Sn_Cl_FrameStart
SnT_Al_SF
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Processes
N1[1-4]: See2.3.7.

B3: The function shall compensate the VC-n BIP-8 (in B3) according to the rule found in C.5/G.707 and as specified
in2.3.5.

Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring
None.

6.4.3.1.2 Sink direction

Interfaces
Table 6-26/G.783 — hT_TT_Sk input and output signals
Input(s) Output(s)
Sn_Cl_Data SnT_Al Data
Sn_CI_Clock SnT_Al_Clock
Sn_Cl_FrameStart SnT_Al_FrameStart
Sn_Cl_SSF SnT_Al_TSF
SnT_Al_TSD
SnT_TT_Sk_MI_DEGM SnT_Al_OSF
SnT_TT_Sk MI_DEGTHR
SnT_TT_Sk_MI_1second SnT_TT_Sk_MI_cUNEQ
SnT_TT_Sk _MI_TPmode SnT_TT_Sk _MI_cDEG
SnT_TT_Sk_MI_pN_EBC
SnT_TT_Sk_MI_pN_DS
Processes

TC EDC violations: See 2.3.6.

N1[1-4]: The function shall extract the Incoming Error Code (IEC). It shall accept the received code without further
processing.

N1[1-4]: The function shall extract the Incoming AlS code.
N1[1-4]: The function shall terminate N1[1-4] by inserting an all-ZEROs pattern.

Defects
The function shall detect for dJUNEQ, dDEG, dincAlS defects according to the specification in 2.2.2.

Consequent actions

The function shall perform the following consequent actions (see 2.2.3):

arsrF ~ CI_SSsF
arsb ~ dDEG
aOSF ~ CI_SSFordincAlS

The function shall insert the all-ONEs (AlS) signal within 250 ps after AIS request generation, and cease the insertion
within 250 ps after the AIS request is cleared.
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Defect correlation

The function shall perform the following defect correlations to determine the most probable cause (see 2.2.4). This fault
cause shall be reported to the SEMF.

cUNEQ ~ dUNEQ and MON
cDEG ~ dDEG and MON

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arsrFordeQ
pN_EBC < YnN_B
6.4.3.2 Higher order tandem connection non-intrusive monitor function (SnTm_TT)

This function acts as a non-intrusive monitor for the higher order Tandem Connection OverHead (TCOH) described in
Annex C/G.707 (HOTC monitoring protocol option 1).

The information flows associated with the SnTm _TT_Sk function are described with reference to Figure 6-26 and
Table 6-27.

Thetiming signal is provided from the SETS at the TO_TP reference point.

| SnT_AI_TSF
| SNT_AI_TSD

SnTm_TT_Sk_MP

T1528040-97/d086
Sn_CP

Figure 6-26/G.783 — Higher order tandem connection monitor function

This function can be used to aid in fault localization within a TC trail by monitoring near-end defects.

Interfaces

Table6-27/G.783 — ShTm_TT_Sk input and output signals

SnT_TT_Sk_MI_DEGM
SnT_TT_Sk_MI_DEGTHR
SnT_TT_Sk_MI_1second
SnT_TT_Sk_MI_TPmode

Input(s) Output(s)
Sn_Cl_Data SnT_Al_TSF
Sn_Cl_Clock SnT_AIl_TSD
Sn_Cl_FrameStart
Sn_CI_SSF SnT_TT_Sk_MI_cUNEQ

SnT_TT_Sk_MI_cDEG
SnT_TT_Sk_MI_pN_EBC
SnT_TT_Sk_MI_pN DS
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Pr ocesses
TC EDC violations: See 2.3.6.

N1[1-4]: The function shall extract the Incoming Error Code (IEC). It shall accept the received code without further
processing.

N1[1-4]: The function shall extract the Incoming AlS code.

Defects

The function shall detect for dJUNEQ, dDEG, dincAlS defects according to the specificationin 2.2.2.
Consequent actions

The function shall perform the following consequent actions (see 2.2.3):

aTSF —~ CI_SSF

arsD ~ dDEG

Defect correlation

The function shall perform the following defect correlations to determine the most probable cause (see 2.2.4). This fault
cause shall be reported to the SEMF.

CUNEQ « dUNEQ and MON
cDEG ~ dDEG and MON

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arsFordeQ
pN_EBC ~ YnN_B
6.4.3.3 Higher order tandem connection adaptation function (SnT/Sn_A)

This function acts as a source and sink for the adaptation of HO Sn layer to HO SnT sublayer. This function is applicable
for networks that support the higher order tandem connection monitoring protocol option 1 described in Annex C/G.707.

The information flows associated with the SnT/Sn_A function are described with reference to Figure 6-27, Tables 6-28
and 6-29.

Thetiming signal is provided from the SETS at the TO_TP reference point.

Sn_CP Sn_CP
TO_TI
SnT/Sn SnT/Sn
T L T1528050-97/d087

SnT_AP SnT_AP

Figure 6-27/G.783 — Higher order tandem connection adaptation function
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6.4.3.3.1 Sourcedirection

Interfaces
Table 6-28/G.783 — hT/Sn_A_So input and output signals
Input(s) Output(s)

Sn_ClI_Data SnT_Al_Data
Sn_Cl_Clock SnT_Al_Clock
Sn_CI_FrameStart SnT_AIl_FrameStart
Sn_Cl_SSF SnT_Al_SSF
TO_TI_CK

Processes

NOTE 1 - The function has no means to verify the existence of a tandem connection within the incoming signal. Nested tandem
connections are not supported.

The function shall replace the incoming Frame Start signal by alocal generated one (i.e. enter "holdover") if an all-ONEs
(A1S) VC isreceived (i.e. this function replaces an all-ONEs incoming VC by aVC-AIS signal).

NOTE 2 — This replacement of the (invalid) incoming frame start signal results in the generation of a valid pointer m$heAVS
function.

Defects

None.

Consequent actions

This function shall perform the following consequent actions:
asSSF ~ CI_SsF

Defect correlation

None.

Performance monitoring

None.

6.4.3.3.2 Sink direction

I nterfaces
Table 6-29/G.783 — hT/Sn_A_Sk input and output signals
Input(s) Output(s)

SnT_Al_Data Sn_Cl_Data
SnT_Al_Clock Sn_CI_Clock
SnT_Al_FrameStart Sn_CIl_FrameStart
SnT_Al_OSF Sn_CI_SSF

Processes

The function shall restore the invalid frame start condition if that existed at the ingress of the tandem connection.

NOTE 1 - In addition, the invalid frame start condition is activated on a tandem connection connectivity defect condition that causes
all-ONEs (AIS) insertion in ther§@ _TT.

N1[5-8]: The function shall terminate N1[5-8] by inserting an all-ZEROs pattern.
B3: The function shall compensate the VC-n BIP-8 in byte B3 according to the algorithm specified in 2.3.5.
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Defects

None.

Consequent actions
This function shall perform the following consequent actions:
aAlS ~ Al_OSF

aSSF ~ AlI_OSF
NOTE 2 — CI_SSF = true will result in AU-AIS generation by MSn_A function.

The function shall insert the all-ONEs (AlS) signal within 250 us after AIS request generation, and cease the insertion
within 250 ps after the AIS request is cleared.

Defect correlation

None.

Performance monitoring

None.

6.4.3.4 Tandem connection datalink adaptation function (SnT/DL_A)

The SnT/DL_A adaptation function is applicable for networks that support the higher order tandem connection
monitoring option 1 datalink (DL) as described in Annex C/G.707. The SnT/DL_A adaptation function places bits 5-8 of
byte N1 of the TCOH into the SnT_Al in the source direction and recovers the information from SnT_Al in the sink
direction. The information flows associated with the SnT/DL_A function are described with reference to Figures 6-28 and
6-29 and Tables 6-30 and 6-31.

6.4.3.4.1 Sourcedirection

Symbol
DL_CI
\ SnT/DL
L T1528060-97/d088
SnT_Al
Figure 6-28/G.783 — 8T/DL_A_So function
I nterfaces
Table 6-30/G.783 — hT/DL_A_So function inputs and outputs
Inputs Outputs
DL_CI_Data SnT_Al_Data
SnT_AIl_FrameStart DL_CI_Clock
SnT_AlI_Clock
Processes

The Data Link (DL) bits are derived from the DL message communications function and placed in bits 5-8 of N1. The
bits shall be used as described in Annex C/G.707. The data link is a message based channel to support tandem connection
maintenance.
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Defects

None.

Consequent actions
None.

Defect correlations
None.

Performance monitoring
None.

6.4.3.4.2 Sink direction

Symboal
DL_CI
SnT/DL
T T1528070-97/d089
SnT_Al
Figure 6-29/G.783 — 8T/DL_A_Sk function
I nterfaces
Table 6-31/G.783 — hT/DL_A_Sk function inputs and outputs
Inputs Outputs
SnT_Al_Data DL_CI_Data
SnT_Al_Clock DL_CI_Clock
SnT_Al_FrameStart DL_CI_SSF
SnT_AI_TSF
Processes

The DL bits N1[5-8] are recovered from the TCOH and passed to the DL communications function.

Defects

None.
Consequent actions
aSSF ~ Al TSF

Defect correlations

None.

Performance monitoring

None.
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6.4.35 Tandem connection data link adaptation function for non-intrusive monitoring (SnTm/DL_A)

This function acts as a non-intrusive monitor for the higher order tandem connection overhead Data Link (DL) described
in Annex C/G.707 (option 1).

The information flows associated with the SnTm/DL_A function are described with reference to Figure 6-30 and Table 6-
32.

6.4.3.5.1 Sink direction

Symboal

DL_CI

!

SnTm/DL

T1528080-97/d090
SnTm_Al

Figure 6-30/G.783 — 8Tm/DL_A_Sk function

Interfaces

Table 6-32/G.783 — ShTm/DL_A_Sk function inputs and outputs

Inputs Outputs

SnTm_Al_Data DL_CI_Data
SnTm_AlI_Clock DL_CI_Clock
SnTm_Al_FrameStart DL_CI_SSF
SnTm_Al_TSF

Processes

The Data Link (DL) information from the bits 5-8 of N1 byte are recovered from the SnTm_Al and are passed to the DL
communications function.

Defects

None.

Consequent actions

aSSF « AITSF

Defect correlations

None.

Performance monitoring

None.

7 Lower order SDH path (Sm) layer

The lower order path layersarethe VC-3, VC-2, VC-12 and VC-11 path layers. See Figure 7-1.
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TO_TP

Pgx_CP Pgs_CP Pgs_CP Pgx_CP

)\ Sm/Pqgs Sm/Pqgs Sm/Pgx
v v

' I
\ SmD/Sm \_smb/sm

SmD_AP

TSF, TSD
L=

TSF, TSD

T1526090-97/d091

Sm_CP Sm_CP

Figure 7-1/G.783 — Low order SDH path layer atomic functions

Lower order Sm layer characteristic information

The Characteristic Information Sm_CI has co-directional timing and is octet structured with a 125 ps or 500 us frame, as

shown in Figures 7-2 to 7-9, left frames. Its format is characterized as the[WG= (11, 12, 2 or 3)] trail termination
overhead in the V5 and J2 bytes or the J1, B3, and G1 bytes as defined in Recommendation G.707nphdape®
Information given in the next section. Alternatively it may be an unequipped signal as defined in Recommendation G.707.

For the case of a signal within the tandem connection sublayer, the Characteristic Information has mhetameldi8
connection trail termination overhead in location N2 or N1 as shown in Figures 7-3, 7-5, 7-7 and 7-9.

Lower order Sm layer adaptation information

The Adaptation Information Al is octet structured with an 125 or 500 us frame as shown in Figures 7-2 to 7-9, right
frames. In the S3_Al case, it represents adapted label, and client specific information combined with 1 byte user channels
F2 and F3. For the case the signal has passed the trail protection subit@)er3i$s Al has defined APS bits (1 to 4) in

byte K4 or K3.
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J1l
B3
Cc2 Cc2
1
G Lower Order Lower Order
F2 VC-3 payload F2 VC-3 payload
H4 (9 x 84 bytes) H4 (9 x 84 bytes)
F3 F3
K3 K3
9 N1 9
T1526100-97/d092
1-4 5 6-8 1-4 5-8
G1 REI | RDI | Reserved | 1] APS | Reserved | K3
Figure 7-2/G.783 — S3_CI_D (left) and S3_AIl_D (right)
1 2 85 1 2 85
J1 11 91
B3 2| B3
Cc2 Cc2
Gl Lower Order Gl Lower Order
F2 VC-3 payload F2 VC-3 payload
H4 (9 x 84 bytes) H4 (9 x 84 bytes)
F3 F3
K3 K3
9 N1 9
| e — T1526110-97/d093
| 14 5 6 - -7-8___
IEC/InCcAIS | REI | OEI FAS 1-8
Trace 9-72
res RDI 73
ODIlres 74

Reserved 75-76

Figure 7-3/G.783 — S3_CI_D (left) with defined N1 and S3_Al_D (right)
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1 V5
2
VC-2 payload
(106 bytes)
107
108 J2
109
VC-2 payload
(106 bytes)
214
215 N2
216
VC-2 payload
(106 bytes)
321
322 K4
323
VC-2 payload
(106 bytes)
428
1-2 3 4 5-7 8
V5 | BIP-2 | REI | RFI | PSL | RDI ‘
K4 | APS ‘ Undefined ‘

vs‘

1 V5
2
VC-2 payload
(106 bytes)
107
108
109
VC-2 payload
(106 bytes)
214
215
216
VC-2 payload
(106 bytes)
321
322 K4
323
VC-2 payload
(106 bytes)
428
1-2 4 5-7 8
PSL ‘ ‘

Figure 7-4/G.783 — S2_CI_D (left) and S2_AI_D (right)
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1 V5 1 V5
2 2
VC-2 payload VC-2 payload
(106 bytes) (106 bytes)
107 107
108 32 108
109 109
VC-2 payload VC-2 payload
(106 bytes) (106 bytes)
214 214
215 N2 215
216 216
VC-2 payload VC-2 payload
(106 bytes) (106 bytes)
321 321
322 K4 322 K4
323 323
VC-2 payload VC-2 payload
(106 bytes) (106 bytes)
428 428
T1526130-97/d095
1-2 3 4 5 6 7-8
N2|[ BIP-2 |1 ||ncA|s |RE|| OEI FAS 1-8
Trace 9-72
res RDI 73

ODI res 74
Reserved | 75-76

Figure 7-5/G.783 — S2_CI_D (left) with defined N2 and S2_AI_D (right)
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1 V5
2
VC-12 payload
(34 bytes)
35
36 J2
37
VC-12 payload
(34 bytes)
70
71 N2
72
VC-12 payload
(34 bytes)
105
106 K4
107
VC-12 payload
(34 bytes)
140
1-2 3 4 5-7 8
vs[ Bip2 [REI]RFI | PSL | RoI|
K4 I APS I Undefined ‘

1 V5
2
VC-12 payload
(34 bytes)
35
36
37
VC-12 payload
(34 bytes)
70
71
72
VC-12 payload
(34 bytes)
105
106 K4
107
VC-12 payload
(34 bytes)
140
1-2 4 5-7 8
V5 | PSL | |

Figure 7-6/G.783 — S12_CI_D (left) and S12 _Al_D (right)
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1 V5
2
VC-12 payload
(34 bytes)
35
36 J2
37
VC-12 payload
(34 bytes)
70
71 N2
72
VC-12 payload
(34 bytes)
105
106 K4
107
VC-12 payload
(34 bytes)
140
1-2 3 4 5 6 7-8
N2|[ BIP-2 |1 |IncAIS|REI| OEI FAS
Trace
res RDI
ODI res
Reserved
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35
36

37

70
71
72

105
106
107

140

1-8
9-72
73
74
75-76

V5

VC-12 payload
(34 bytes)

J2

VC-12 payload
(34 bytes)

VC-12 payload
(34 bytes)

K4

VC-12 payload
(34 bytes)

T1526150-97/d097

Figure 7-7/G.783 — S12_CI_D (left) with defined N2 and S12_Al_D (right)




V5

2
VC-11 payload
(25 bytes)
26
27 J2
28
VC-11 payload
(25 bytes)
52
53 N2
54
VC-11 payload
(25 bytes)
78
79 K4
80
VC-11 payload
(25 bytes)
104
1-2 3 4 5-7 8
v5’ BIP-2 ’REI’ R ’ PSL ’ RDI ‘
APS ’ Reserved ‘

K4’

vs |

1 V5
2
VC-11 payload
(25 bytes)
26
27
28
VC-11 payload
(25 bytes)
52
53
54
VC-11 payload
(25 bytes)
78
79 K4
80
VC-11 payload
(25 bytes)
104
1-2 4 5-7 8
PSL ] |

Figure 7-8/G.783 — S11_CI_D (left) and S11_Al_D (right)
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1 V5 1 V5
2 2
VC-11 payload VC-11 payload
(25 bytes) (25 bytes)
26 26
27 J2 27 J2
28 28
VC-11 payload VC-11 payload
(25 bytes) (25 bytes)
52 52
53 N2 53
54 54
VC-11 payload VC-11 payload
(25 bytes) (25 bytes)
78 78
79 K4 79 K4
80 80
VC-11 payload VC-11 payload
(25 bytes) (25 bytes)
104 104
T1526170-97/d099
1-2 3 4 5 6 7-8
N2[ BIP-2 |1 |IncAIS|REI| OEI FAS 1-8
Traza 9-72
res RDI 73

ODI res 74
Reserved | 75-76

Figure 7-9/G.783 — S11_CI_D (left) with defined N2 and S11D_AIl_D (right)

Layer functions

SmC
SmTT
Sm_TT
Sms TT
SmPg A
Sm/User_A
SMWRFI_A
SmP C
SmP_ TT
SSmMP_A
SmD_TT
SmD/Sm A
SmDm_TT

Lower order path connection function

Lower order path trail termination function

Lower order non-intrusive monitor function

Lower order supervisory-unequipped termination function
Lower order path adaptation functions

Lower order path user data adaptation function

Lower order path remote failure indication adaptation function
Lower order trail protection connection function

Lower order path protection trail termination function
Lower order path protection adaptation function

Lower order tandem connection termination function
Lower order tandem connection adaptation function

Lower order tandem connection non-intrusive monitor function

146 Recommendation G.783  (04/97)



Relationship to previous versions of Recommendation G.783

The 1994 version of Recommendation G.783 refers to the LPT, LPC, LPA, LUG, LPOM basic functions. Table 7-1
shows the relationship between the basic functions and the atomic functions in the Lower order path layers.

Table 7-1/G.783 — Lower order path layer basic and atomic functions

Basic function

Atomic function

LPT

LPC

LPA

LUG
LPOM

Sm TT_So

Sm TT_Sk
SMRFI_A_So
SM/RFI_A_Sk
Sm/User_A_So
Sm/User_A_Sk

smcC

Sm/Pq_A_So
Sm/Pq_A_Sk
Edg/Pgs_ A_So
Eg/Pgs A_Sk

Sms TT_So
Sms TT_Sk
Smm_TT_Sk

7.1 Connection functions: Sm_C

7.1.1 Lower order trail connection function (Sn_C)

Sm_C isthe function which assigns lower order VCs of level m(m =11, 12, 2 or 3) at its input ports to lower order VCs

of level mat its output ports.

The Sm_C connection process is a unidirectiona function as illustrated in Figure 7-10. The signal formats at the input
and output ports of the function are similar, differing only in the logical sequence of the VC-ms. As the process does not
affect the nature of the characteristic information of the signal, the reference point on either side of the Sm_C function is

the same, asillustrated in Figure 7-10.

Incoming VC-ms at the Sm_CP are assigned to available outgoing V C-m capacity at the Sm_CP.

An unequipped VC-m shall be applied at any outgoing VC-mwhich is not connected to an incoming VC-m.

Sm_C_MP

Sm_CP

f

i

Sm_CP

TO_TP

T1526180-97/d100

Figure 7-10/G.783 — General lower order trail connection function
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Interface

See Table 7-2.
Table 7-2/G.783 — Sn_C input and output signals
Input(s) Output(s)
Per Sn_Cl, n x for the function: Per $n_CI, m x per function:
Sm_CI_Data Sm_CI_Data
Sm_CI_Clock Sm_CI_Clock
Sm_CI_FrameStart Sm_CI_FrameStart
Sm _CI_SSF Sm _CI_SSF
Sm_Al_TSF
Sm _Al_TSD Per SNC protection group:
Sm C_MI_pPSC
1 x per function: Sm_C_MI_pPSSw
TO_TI_Clock Sm_C_MI_pPSSp
TO_TI_FrameStart NOTE — Protection status reporting signals are for
further study.

Per input and output connection point:
Sm_C_MI_ConnectionPortlds

Per matrix connection:
Sm_C_MI_ConnectionType
Sm_C_MlI_Directionality

SNC protection group:
1 C_MI_PROTtype
Sm_C_MI_OPERtype
Sm_C_MI_WTRtime
Sm_C_MI_HOtime
C_MI_EXTCMD

Processes

In the Sm_C function VC-m Layer Characteristic Information is routed between input (termination) connection points
[(T)CPs] and output (T)CPs by means of matrix connections. (T)CPs may be allocated within a protection group.

NOTE 1 — Neither the number of input/output signals to the connection function, nor the connectivity is specified in this
Recommendation. That is a property of individual network elements. Examples_@f &nfigurations are the same as tme S
examples given in Appendix I, except that they refer to the@ rather than thenSCP.

Figure 7-1 presents a subset of the atomic functions that can be connected to this VC-m connection function: VC-m trail
termination functions, VC-m non-intrusive monitor trail termination sink function, VC-m unequipped-supervisory trail
termination functions, VC-m tandem connection trail termination and adaptation functions. In addition, adaptation
functionsin the VC-m server (e.g. VC-4 or VC-3) layers will be connected to this V C-m connection function.

Routing: The function shall be able to connect a specific input with a specific output by means of establishing a matrix
connection between the specified input and output. It shall be able to remove an established matrix connection.

148 Recommendation G.783  (04/97)



Each (matrix) connection in the Sm_C function should be characterized by the:

Type of connection: Unprotected, 1 + 1 protected

(SNCI/1, SNC/N or SNC/S protection)
Traffic direction: Unidirectional, bidirectional
Input and output connection points: Set of connection point

NOTE 2 — Broadcast connections are handled as separate connections to the same input CP.

Provided no protection switching action is activated/required, the following changes to (the configuration of) a
connection shall be possible without disturbing the CI passing the connection:

— addition and removal of protection;

— addition and removal of connections to/from a broadcast connection;
— change between operation types;

— change of WTR time;

—  change of Hold-off time.

Unequipped VC generation: The function shall generate an unequipped WGignal, as specified in Recommen-
dation G.707.

Defects
None.

Consequent actions

If an output of this function is not connected to one of its inputs, the function shall connect the unequipp¢aiiC-
valid frame start (FS) and SSF = false] to the output.

Defect correlation
None.
Performance monitoring

For each SNC protection group:

pPSC ~ According to 2.2.5.6.
pPSSw ~ According to 2.2.5.7.
pPSSp ~ According to 2.2.5.7.

7.1.1.1 Lower order subnetwork connection protection process
Lower order subnetwork connection protection mechanism is described in Recommendation G.841.

Figure 7-11 gives the atomic functions involved in SNC protection. Bottom to the left is the two (working and protection)
adaptation function (8Sm_A) pairs. Above them is the non-intrusive monitoring functiomanSTT_Sk), in case of
SNC/N they are not present. To the right is either the trail termination functionsI {3 or the adaptation functions
(Sn/Sm_A) depending on if ther8 trail is terminated at the same point the SNC protection is terminated or at a later
point.
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\———, TSF ———-TSF
| 1TsD | 1TSD
I I
| |
| |
I I
' v
ssm / \__ snsm ssm / N\ _swsm / Sn/Sm Sn/Sm
* Sm_CP 4 * 4 * Sm CP 4
= Sm_CP _
Working Protection Protected

T1526190-97/d101

Figure 7-11/G.783 — Low order SDH SNC/N protection atomic functions

The Sm_C function may provide protection for the lower order trail against channel-associated defects within a lower
order (sub)network connection.

The Sm_C functions at both ends operate the same way, by monitoring the lower subnetwork connections for defects,
evaluating the system status taking into consideration the priorities of defect conditions and of externa switch requests,
and switching the appropriate channel to the protection (sub)network connection.

The signal flow associated with the Sm_C SNC protection process is described with reference to Figures 7-12 and 7-13.
The Sm_C SNC protection process receives control parameters and external switch requests at the Sm_C_MP reference
point from the synchronous equipment management function and outputs status indicators at the Sm_C _MP to the
synchronous equi pment management function, as aresult of switch commands described in Recommendation G.841.

Sm_CP Sm_CP
Normal Normal
Sm_C_MP P (1 + 1 linear) SNC Protection process
Working Working Protection Protection
I I
| SSF : SSF
| |
| |
Sm_CP Sm_CP Sm_CP Sm_CP

T1526200-97/d102

Figure 7-12/G.783 — Lower order inherent monitored subnetwork connection (SNC/I) protection process
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v t

Normal Normal
<) (1 + 1 linear) SNC Protection process
Working Working Protection Protection

AAA AAA

T1526210-97/d103

Figure 7-13/G.783 — Lower order non-intrusive monitored
subnetwork connection (SNC/N) protection process

7.1.1.1.1 Sourcedirection
Dataat the Sm_CPisalower order trail signal.

For 1 + 1 architecture, the signal received at the Sm_CP from the Sn/Sm_A (or Sm_TT) function is bridged permanently
at the Sm_CP to both working and protection Sn/Sm_A functions.

NOTE — The basic element connected at the Sm_CP tonth€ $ either an I8Sm_A or an $n_TT. When the LO VQn signal is
terminated in this network element, it will be connected at the Sm_CP tm afil Sotherwise it will be connected at thenSCP to
an $/Sm_A (for further transport).

7.1.1.1.2 Sink direction

Framed lower order trail signals (data) Sm_Cl are presented at the Sm_CP along with incoming timing references. The
defect condition(s) SSF (and TSF and TSD) are also received at the Sm_CP from al Sn/Sm A [or Smm _TT_SK,
m = (11, 12, 2 or 3)] functions.

For the SNC/I protection (Figure 7-12) the lower order trail signals pass the Sn/Sm_A functions. The SSF signals from
the Sn/Sm_A_Sk are used by the Sm_C SNC protection process.

For the SNC/N protection (Figure 7-13) the lower order trail signals are broadcast to Smm_TT_Sk function for non-
intrusive monitoring of the lower order trail. The resultant TSF, TSD signals are used by the Sm_C SNC protection
process instead of the SSF signal from the Sn/Sm_A.

Under normal conditions, Sm_C passes the data and timing from the working Sn/Sm_A functions to the Sn/Sm_A (or
Sm_TT) function at the Sm_CP. The data and timing from the protection (sub)network connection is not forwarded.

If a switch isto be performed, then the data and timing received from the protection Sn/Sm_A at the Sm_CP is switched
to the Sn/Sm_A (or Sm_TT) function at the Sm_CP, and the signal received from the working Sn/Sm_A at the Sm CPis
not forwarded.

7.1.1.1.3 Switch initiation criteria

Automatic protection switching is based on the defect conditions of the working and protection (sub)network
connections. These condition(s) are for SNC/I server signal fail (SSF) and for SNC/N Trail Signa Fail (TSF) and Trail
Signal Degrade (TSD). Detection of these conditions is described in 6.3.1 for Sn/Sm A and 7.2.2 for Smm_TT_SK,
m= (11, 12, 2 or 3).

The protection switch can also be initiated by switch commands received via the synchronous equipment management
function. See the switch initiation criteria described in Recommendation G.841.
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7.1.1.1.4 Switchingtime

Protection switching shall be completed within TBD ms of detection of an SSF, TSF or SD condition that initiates a
switch.

The protection switch completion timeis for further study. A proposal is abasic switch time (T,g) (after defect detection)
of 100 msincreased by a provisionable hold-off time Tpo, with0< T < 10 s,

7.1.1.1.5 Switchrestoration

In the revertive mode of operation, the working channel shall be restored, i.e. the signa on the protection (sub)network
connection shall be switched back to the working (sub)network connection, when the working (sub)network connection
has recovered from the fault.

To prevent frequent operation of the protection switch due to an intermittent fault, a failed (sub)network connection must
become fault-free. After the failed (sub)network connection meets this criterion, a fixed period of time shall elapse before
it is used again by a working channel. This period, called Wait to Restore (WTR) period should be of the order of 5-
12 minutes and should be capable of being set. An SSF, TSF or TSD condition shall override the WTR.

7.2 Termination functions: Sm_TT,Smm _TT and Sms TT

721 Lower order trail termination (Sm_TT)

The Lower order Path termination function comprises the atomic functions Lower order path trail termination source
[Sm TT_So,m=(11, 12,2 or 3)] and sink [Sm_TT_Sk, m= (11, 12, 2 or 3)] asillustrated in Figure 7-14 and Tables 7-3
and 7-4.

The Sm_TT source function creates a VC-m (m = 11, 12, 2, or 3) at the Sm_CP by generating and adding POH to a
container C-m from the Sm_AP. In the other direction of transmission it terminates and processes the POH to determine
the status of the defined path attributes. The POH formats are defined in Recommendation G.707. The information flows
associated with the Sm_TT functions are described in Figure 7-14 and Tables 7-3 and 7-4.

Sm_AP Sm_AP

Sm_TT_Sk_MP 4——p SM_TT_So_MP

T1526220-97/d104
Sm_CP Sm_CP

Figure 7-14/G.783 — Lower order trail termination function

Referring to Figure 7-14, data at the Sm_AP takes the form of a container C-m (m = 1, 2, 3) which is synchronized to the
timing reference TO_TP.

Synchronously adapted information in the form of synchronous containers (data) and the associated container frame
offset information (frame offset) are received at the Sm_AP.
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7211 Caseof VC-11,12and 2
The VC-1/VC-2 POH iscarried in the 12, K4, N2, and V5 bytes as defined in Recommendation G.707.

7.21.1.1 Sourcedirection
This function adds error monitoring and status overhead bitsto the Sm_AP.

Data at the Sm_ APisaVC-m (m =11, 12, 2 or 3), having a payload as described in Recommendation G.707, but with
indeterminate VC-m POH bytes: J2, V5. These POH bytes are set as part of the Sm_TT function and the complete VC-m
isforwarded to the Sm_CP.

Interfaces

Table 7-3/G.783 — §_TT_So input and output signals
Input(s) Output(s)

Sm_Al_Data Sm_CI_Data

Sm_Al_Clock Sm_ClI_Clock

Sm_Al_FrameStart Sm_CI_FrameStart

Sm RI_RDI

Sm RI_REI

Sm TT_So MI_TxTI

Processes

J2: The trail trace identifier should be generated. Its value is derived from reference point Sm TT_So_MP. The path
trace format is described in 2.2.2.4.

V5[1-2]: BIP-2 shall be calculated on data at the Sm_CP on the previous frame and the result transmitted in bits 1 and 2
of the V5 byte.

V5[3]: The number of errorsindicated in RI_REI isencoded in the REI bit.

V5[8]: When there is an active RI_RDI, the RDI indication shall be sent in bit 8 of the V5 byte within 1000 ps. Upon
termination of the above conditions, the RDI indication shall be removed within 1000 ps.

K4[5-8]: These bits are undefined.
N2: This byteis undefined.
Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring
None.

7.2.1.1.2 Sink direction

This function monitors the lower order VC-m [m = (11, 12 or 2)] for errors, and recovers the trail termination status. It
extracts the payload independent overhead bytes/bits (32, V5[1-2], V5[3], V5[5-7], V5[8]) from the VC-m layer
Characteristic Information.
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Interfaces

Table 7-4/G.783 — & _TT_Sk input and output signals

Input(s) Output(s)
Sm CI_Data Sm Al_Data
Sm CI_Clock Sm_Al_Clock
Sm_CI_FrameStart Sm_Al_FrameStart
Sm CI_SSF Sm Al_TSF
Sm Al_TSD
Sm TT_Sk_MI_TPmode Sm RI_RDI
Sm TT_Sk_MI_EXTI Sm RI_REI

Sm TT_Sk_MI_RDI_Reported
Sm TT_Sk_MI_DEGTHR

Sm TT_Sk_MI_DEGM

Sm _TT_Sk_MI_1second

Sm TT_Sk_MI_TIMdis

Sm TT_Sk_MI_cTIM
Sm TT_Sk_MI_CUNEQ
Sm TT_Sk_MI_cEXC
Sm TT_Sk_MI_cDEG
Sm TT_Sk_MI_cRDI

Sm TT_Sk_MI_AcCTI

Sm TT_Sk_MI_pN_EBC
Sm TT_Sk_MI_pN_DS

Sm TT_Sk_MI_pF_EBC
Sm TT_Sk_MI_pF DS

Processes

J2: The trail trace identifier is recovered from VC-m POH at the Sm_CP and processed as specified in 2.2.2.4. The
accepted value of J2 is also available at the Sm TT_Sk MP. For further description of trace identifier mismatch
processing, see 2.2.2.4.

V5[5-7]: The unequipped defect is processed as described in 2.2.2.2.

V5[1-2]: The error monitoring bits a the Sm_CP shall be recovered. BIP-2 is computed for the VC-m frame. The
computed BIP-2 value for the current frame is compared with the recovered bits 1 and 2 from the following frame.

The process for detecting excessive errors and signal degrade is described in 2.2.2.5.

V5[3]: The REI shall be recovered and the derived performance primitives should be reported at the Sm TT_Sk_MP.
V5[8]: The RDI defect is processed as described in 2.2.2.6.

N2: The network operator byte is defined for TC monitoring. It shall be ignored by this function.

K4[5-8]: These bits are undefined.
Defects
The function shall detect for dUNEQ, dTIM, dEXC, dDEG and dRDI defects according to the specification in 2.2.2.

Consequent actions

The function shall perform the following consequent actions (see 2.2.3):

aAlS — dUNEQ or dTIM

aRDI — CI_SSF or dUNEQ or dTIM
aREl ~ nN_B

aTSF — CI_SSF or dUNEQ or dTIM

arT Skprot ~ arskordexc

arsb ~ dDEG
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Defect correlation

The function shall perform the following defect correlation to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

cUNEQ ~ dUNEQ and MON

cTIM — dTIM and (not dUNEQ) and MON

cEXC ~ dEXCand (not dTIM) and MON

cDEG ~ dDEG and (not dTIM) and MON

cRDI ~ dRDI and (not dUNEQ) and (not dTIM) and MON and RDI_Reported

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arsrFordeQ

pF_DS ~ dRDI

pN_EBC — =nN_B

pF_EBC ~ SnFB

7212 Caseof VC-3

The VC-m path overhead (for m = 3) is the same as the path overhead for VC-n (n = 3) and is described in 6.2.1.
7.2.2 Lower order non-intrusive monitor (Smm_TT)

The Lower order Path overhead monitor function comprises the atomic function Lower order non-intrusive monitor sink
[Smm_TT_Sk, m=(11, 12, 2 or 3)] illustrated in Figure 7-15 and Table 7-5.

The Sm_TT function processes the POH to determine the status of the defined path attributes. The POH formats are
defined in Recommendation G.707. The information flows associated with the Smm_TT function are described in
Figure 7-15 and Table 7-5.

| Sm_AI_TSF
| Sm_AI_TSD

Smm_TT_Sk_MP

T1526230-97/d105

Smn_CP

Figure 7-15/G.783 — Lower order non-intrusive monitor function

7.22.1 Caseof VC-11, 12 and 2
7.2.2.1.1 Sink direction

This function monitors the lower order VC-m [m = (11, 12 or 2)] for errors, and recovers the trail termination status. It
extracts the payload independent overhead bytes/bits (J2, V5[1-2], V5[3], V5[5-7], V5[8]) from the VC-m layer
Characteristic Information.
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Interfaces

Table 7-5/G.783 — 1m_TT_Sk input and output signals

Input(s) Output(s)
Sm Cl_Data Sm AI_TSF
Sm _CI_Clock Sm Al_TSD
Sm_Cl_FrameStart
Sm CI_SSF Smm_TT_Sk_MI_cTIM
Smm_TT_Sk_MI_cUNEQ
Smm_TT_Sk_MI_TPmode Smm_TT_Sk_MI_cDEG
Smm_TT_Sk_MI_ExTI Smm_TT_Sk_MI_cRDI
Smm_TT_Sk_MI_RDI_Reported Smm_TT_Sk_MI_cAIS
Smm_TT_Sk_MI_DEGTHR Smm_TT_Sk_MI_AcTI
Smm_TT_Sk_MI_DEGM Smm_TT_Sk_MI_pN_EBC
Smm_TT_Sk_MI_1second Smm_TT_Sk_MI_pF EBC
Smm_TT_Sk_MI_TIMdis Smm_TT_Sk_MI_pN_DS
Smm_TT_Sk_MI_pF DS
Processes

J2: Thetrail trace identifier is recovered from VC-m POH at the Sm_CP. The accepted value of J2 is also available at the
Smm_TT_Sk_MP. For further description of trace identifier mismatch processing, see 2.2.2.4.

V5[5-7]: The signa label bits at the Sm_CP shall be recovered. For further description of unequipped defect processing,
see 2.2.2.2. The function shall detect for an AIS VC (VC-AIS) condition by monitoring the VC_SL for code "111". For
further description of VC-AIS defect processing, see 2.2.2.3.

V5[1-2]: The error monitoring bits at the Sm_CP shall be recovered. BIP-2 is computed for the VC-m frame. The
computed BIP-2 value for the current frame is compared with the recovered bits 1 and 2 from the following frame.

The process for detecting excessive errors and signal degrade from V5 bit 1, 2 isdescribed in 2.2.2.5.

V5[3]: REI in bit 3 shall be recovered and the derived performance primitives should be reported at the Smm TT _MP.
See below.

V5[8]: The path RDI information in bit 8 shall be recovered and reported at the Stm_TT_Sk_MP. For further descrip-
tion of RDI defect processing, see 2.2.2.6.

N2: The network operator byte is defined for TC monitoring. It shall beignored by this function.
Defects

The function shall detect for dUNEQ, dTIM, dEXC, dDEG, dAIS and dRDI defects according to the specification
in2.2.2.

Consequent actions

The function shall perform the following conseguent actions (see 2.2.3):
aTSF ~ Cl_SSFordAlISor dUNEQ or dTIM

aT SFprot ~ dEXCoraTSF

arsD ~ dDEG

Defect correlation

The function shall perform the following defect correlation to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

cAIS ~ dAISand MON and AIS_Reported

CcUNEQ ~ dUNEQ and MON
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cTIM — dTIM and (not dJUNEQ) and MON

cEXC ~ dEXCand (not dTIM) and MON
cDEG ~ dDEG and (not dTIM) and MON
cRDI ~ dRDI and (not dUNEQ) and (not dTIM) and MON and RDI_Reported

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arsFordeQ

pF_DS — dRDI

pN_EBC ~ InN_B

pF_EBC ~ ZInFB

7222 Caseof VC-3

The VC-m path overhead (for m = 3) is the same as the path overhead for VC-n (n = 3) and isdescribed in 6.2.2.

7.2.3 L ower order supervisory-unequipped termination (Sms TT)

The Lower order Supervisory-unequipped function comprises the atomic functions Lower order Supervisory unequipped
termination source [Sms TT_So, m = (11, 12, 2 or 3)] and sink [Sms TT_Sk, m = (11, 12, 2 or 3)] as illustrated in
Figure 7-16 and Tables 7-6 and 7-7.

The Smm_TT function createsaVC-m (m= 11, 12, 2, or 3) at the Sm_CP by generating and adding POH to an undefined
container C-m. In the other direction of transmission it terminates and processes the POH to determine the status of the

defined path attributes. The POH formats are defined in Recommendation G.707. The information flows associated with
the Sm_TT function are described in Figure 7-16 and Tables 7-6 and 7-7.

NOTE — The &s_TT [m= (11, 12, 2 or 3)] function generates and monitors supervisory unequipped signals.

me_Al_TSF
| Sm_A_TSD
I TO_TP
Sm_RI
Sm_TT_Sk_MP Sms_TT_So_MP
T1526240-97/d106
Sm_CP Sm_CP

Figure 7-16/G.783 — Lower order supervisory unequipped termination function

7.23.1 Caseof VC-11, 12and 2

7.2.3.1.1 Sourcedirection

This function generates error monitoring and status overhead bytes to an undefined VC-m[m = (11, 12 or 2)].
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Interfaces

Table 7-6/G.783 — 81s_TT_So input and output signals

Input(s) Output(s)
Sms RI_RDI Sm Cl_Data
Sms RI_REl Sm CI_Clock
TO_TI_Clock Sm_CI_FrameStart
TO_TI_FrameStart
Sm RI_RDI
Sm RI_REI

Sms_TT_So MI_TxTI

Processes
An undefined VC-m[m = (11, 12 or 2)] should be generated.
V5[5-7]: Signal label 000 (unequipped) should be inserted in the VC-m.

J2: The trail trace identifier should be generated. Its value is derived from reference point Sms TT_MP. The trail trace
format is described in 2.2.2.4.

V5[1-2]: BIP-2 shall be calculated on data at the Sms_AP on the previous frame and the result transmitted in bits 1 and 2
of the V5 byte.

V5[3]: The number of errorsindicated in RI_REI isencoded in the REI.

V5[8]: Bit 8 of byte V5, an RDI indication, shall be set to "1" on activation of RI_RDI within 1000 us, determined by the
associated 1®8s_TT_Sk function, and set to "0" within 12000 ps on clearing of RI_RDI.

N2: In the TCM byte, 00000000 should be inserted.
Defects
None.

Consequent actions

None.

Defect correlation

None.

Performance monitoring
None.

7.2.3.1.2 Sink direction

This function monitors VG@n [m = (11, 12 or 2)] for errors, and recovers the trail termination status. It extracts the
payload independent overhead bytes/bits (J2, V5[1-2], V5[3], V5[5-7], V5[8]) from the VC-12 layer Characteristic
Information.
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Interfaces

Processes

Table 7-7/G.783 — $hs_TT_Sk input and output signals

Input(s)

Output(s)

Sm Cl_Data

Sm _CI_Clock
Sm_Cl_FrameStart
Sm CI_SSF

Sms TT_Sk_MI_TPmode

Sms TT_Sk_MI_ExTI

Sms TT_Sk_MI_RDI_Reported
Sms TT_Sk_MI_DEGTHR
Sms TT_Sk_MI_DEGM

Sms TT_Sk_MI_1second

Sms TT_Sk_MI_TIMdis

Sm Al_TSF
Sm Al_TSD

Sm RI_RDI
Sm RI_REI

Sms_TT_Sk_MI_cTIM
Sms_TT_Sk_MI_CUNEQ
Sms TT_Sk_MI_cDEG
Sms_TT_Sk_MI_cRDI
Sms_TT_Sk_MI_AcTI

Sms_TT_Sk_MI_pN_EBC
Sms_TT_Sk_MI_pF_EBC
Sms TT_Sk_MI_pN_DS

Sms_TT_Sk_MI_pF DS

J2: Thetrail trace identifier is recovered from VC-m POH at the Sm_CP. The accepted value of the trail trace identifier is

also available at the Sms TT _MP. For further description of trace identifier mismatch processing, see 2.2.2.4.

V5[5-7]: The signal label at the Sm_CP shall be recovered. Note that the Sms TT sink direction always expects an
unequipped signal label. For further description of unequipped defect processing, see 2.2.2.2.

V5[1-2]: The error monitoring bits a the Sm_CP shall be recovered. BIP-2 is computed for the VC-m frame. The

computed BIP-2 value for the current frame is compared with the recovered bits 1 and 2 from the following frame.

The process for detecting excessive errors and signal degrade from BIP-2 is described in 2.2.2.5.

V5[3]: The REI shall be recovered and the derived performance primitives should be reported at the Sms TT _MP. See

below.

V5[8]: The path RDI information shall be recovered and reported at the Sms TT_MP. For further description of RDI
defect processing, see 2.2.2.6.

N2: The network operator byte is defined for TC monitoring. It shall beignored by this function.

Defects

The function shall detect for dUNEQ, dTIM, dEXC, dDEG and dRDI defects according to the specification in 2.2.2.

Consequent actions

The function shall perform the following conseguent actions (see 2.2.3):

aRDI
aREl
alSF
al SFprot

arsb

— CI_SSFordTIM
~ InN_B
— CI_SSFordTIM

arSF or dEXC

1

~ dDEG
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Defect correlation

The function shall perform the following defect correlation to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

CUNEQ ~ dTIM and (AcTI = all zeroes) and dUNEQ and MON
cTIM ~ dTIM and [not (AUNEQ and AcTI = all zeroes)] and MON
CEXC ~ deEXCand (not dTIM) and MON

cDEG ~ dDEG and (not dTIM) and MON

cRDI ~ dRDI and (not dTIM) and MON and RDI_Reported

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arsFordeQ
pF_DS ~ dRDI
pN_EBC ~ 2ZnN_B
pF_EBC ~ ZnFB
7232 Caseof VC-3

The VC-m path overhead (for m = 3) is the same as the path overhead for VC-n (n = 3) and is described in 6.2.3.

7.3 Adaptation functions

731 Lower order trail adaptation function (Sm/Pgx_A, Sm/Pgs_A)

Sm/Pgx_A or SmPgs A [m=(11, 12, 2 or 3), g = (11, 12, 21, 31, 32)] operates at the access port to a synchronous
network or subnetwork and adapts user data for transport in the synchronous domain. The Sm/Pgx_A or SmV/Pgs A
function acts also as a source and sink for the POH payload dependent information. For asynchronous user data, lower
order path adaptation involves bit justification. The Sm/Pgx_A or Sm/Pgs_A function maps G.703 (PDH) signals into
lower order containers which may subsequently be mapped into higher order containers. The information flows
associated with the lower order adaptation function are shown in Figure 7-17 Tables 7-9, 7-10, 7-11 and 7-12.

The Lower order path adaptation function comprises the atomic functions Lower order path adaptation source and sink.

Pax_CP Pax_CP
T i TO_TP
Sn/Pgx_A_Sk_MP Sm/Pgx Sm/Pgx Sn/Pgx_A_So_MP
T T1526250-97/d107
Sm_AP Sm_AP

NOTE — In case of byte synchronous mappings, Pgx should be read as Pgs.

Figure 7-17/G.783 — Lower order path adaptation function
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Adaptation functions are defined for each of the levels in the existing plesiochronous hierarchies. Each adaptation
function defines the manner in which a user signal can be mapped into one of a range of synchronous containers C-m of
appropriate size. The container sizes have been chosen for ease of mapping various combinations of sizes into high order
containers, see Table 7-8. Detailed specifications for mapping user data into containers are given in Recommen-
dation G.707.

Table 7-8/G.783 — Container sizes

Atomic function Server layer Client layer Signal label Container size M apping type
S11/P11x-bit_A S11 P11x 011 C-11 bit sync.
S11/P11sb_A_Sk S11 P11s 100 C-11 byte sync.
S11/P11s-x_A_So
S11/P11x_A S11 P11x or P11s 010 C-11 async.
S12/P12sb_A_So S12 P12s 100 C-12 byte sync.
S12/P12s-x_A_Sk
S12/P12x_A S12 P12x or P12s 010 C-12 async.
S2/P21X_A S2 P21x 010 C-2 async.
S3/P31x_A S3 P31x 0000 0100 C-3 async.
S3IP32x_A S3 P32x 0000 0100 C-3 async.

7.3.1.1 Source direction

Interfaces
Table 7-9/G.783 — $/Pgx_A_So input and output signals
Input(s) Output(s)
Pgx_Cl_Data Sm_Al_Data
Pgx_CI_Clock Sm_Al_Clock
TO_TI_Clock Sm_Al_FrameStart
TO_TI_FrameStart
SmY/Pgx_A_So_MI_Active
Table 7-10/G.783 — B/Pgs_A_So input and output signals
Input(s) Output(s)
Pgs_Cl_Data Sm Al_Data
Pgs_Cl_Clock Sm_Al_Clock
Pgs_Cl_FrameStart Sm_Al_FrameStart
Sm/Pgs_A_So_MI_Active
Processes

Data at the Pgx_CP (or Pgs_CP) is the user information stream. Timing of the datais also delivered as timing at the CP.
Data is adapted according to one of the adaptation functions referred to above. This involves synchronization and
mapping of the information stream into a container as described in Recommendation G.707 and adding of payload
dependent functions.
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The container is passed to the Sm_AP (or Sn_AP in the case of direct mapping) as data together with frame offset which
represents the offset of the container frame with respect to reference point TO_TP. In byte synchronous mappings, the
frame offset is obtained from the associated framer in the PDH layer function (E11/P11s A_Sk or E12/P12s A_Sk). This
frame offset is constrained by the requirements of the client layer; e.g. for SDH equipment, the timing of the client layer
is specified in Recommendation G.813. In other mappings, a convenient fixed offset can be generated internally.

C2or V5[5-8]: Thesignal label shall be inserted in C2 (in case of VC-3) or in bits 5, 6, and 7 of V5 byte (in case of VC-
11, VC-12 or VC-2) according to the type of mapping used by the adaptation function, see Table 7-8.

Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring

None.

7.3.1.2 Sink direction

I nterfaces
Table 7-11/G.783 — 8/Pgx_A_Sk input and output signals
Input(s) Output(s)
Sm_Al_Data Pagx_ClI_Data
Sm_AI_Clock Pax_CI_Clock
Sm_Al_FrameStart SmYPgx_A_Sk_MI_cPLM
Sm Al_TSF Sm/Pox_A_Sk_MI_AcSL
SmYPgx_A_Sk_MI_Active
Table 7-12/G.783 — 8/Pgs_A_Sk input and output signals
Input(s) Output(s)
Sm_Al_Data Pgs_ClI_Data
Sm_AI_Clock Pgs_CI_Clock
Sm_Al_FrameStart Sm/Pgs_A_Sk_MI_cPLM
Sm Al_TSF Sm/Pgs_A_Sk_MI_AcSL
SmYPgx_A_Sk_MI_Active
Processes

The information stream data at the Sm_AP is presented as a container together with frame offset. The user information
stream is recovered from the container together with the associated clock suitable for tributary line timing and passed to
the reference point Pgx_CP (or Pgs_CP) as data and timing. This involves de-mapping and desynchronizing as described
in Recommendation G.707 and payload dependent information.

NOTE - Other signals may be required from £P to generate overhead and maintenance information for byte-synchronously
mapped G.703 (PDH) signals. This is for further study.
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C2 or V5[5-7]: Signa label, byte C2 (in case of VC-4 or VC-3) or in bits 5, 6, and 7 of V5 byte (in case of VC-11,
VC-12 or VC-2), isrecovered. For further description of signal label processing, see 2.2.2.7.

Defects

The function shall detect for dPLM defects according to the specification in 2.2.2.

Consequent actions

The function shall perform the following conseguent actions (see 2.2.3):
aAIlS ~ Al_TSFordPLM

aSSF ~ Al_TSFordPLM

When AlSis applied at the Sm_AP or Sn_AP, or adPLM defect is detected (mismatch between expected value of signal
label and received value of signal 1abel), the adaptation function shall generate an all-ONEs signal (AlS) in accordance
with the relevant G.700-Series Recommendations.

Defect correlation

The function shall perform the following defect correlation to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

cPLM ~ dPLM and (not Al_TSF)

Performance monitoring

None.

732  SmiUser A

The user channel byte F2 processing is for further study.

733  SMRFI_A

The processing of Remote Failure Indication (RFI) bit (V5 bit 4) isfor further study.

7.4 Sublayer functions
74.1 Lower order path protection sublayer functions

Processes
Lower order VC trail protection switching is described in Recommendation G.841.

The SmP_C function provides protection for the lower order trail against channel-associated defects within a lower order
trail from trail termination source to trail termination sink. The lower order trail protection sublayer is given in
Figure 7-18. The sublayering is performed at the Sm_AP creating the SmP sublayer. The protection is performed in the
sublayered connection point (SmP_CP).

The SmP_C functions at both ends operate the same way, by monitoring lower order VC-m[m = (11, 12, 2 or 3)] signals
for defects, evaluating the system status taking into consideration the priorities of defect conditions and of external and
remote switch requests, and selecting the signal from the appropriate path. The two SmP_C functions may communicate
with each other via a bit-oriented protocol defined for the SmP_C characteristic information bytes [K3 (VC-3) or K4
(VC-2, 12, 11) byte in the POH of the protection path]. This protocol is described in Recommendation G.841.

The lower order trail protection function is explained in Figure 7-19. The working and protection lines are at the bottom.

7.4.1.1 Lower order path protection connection function (SmP_C)

The signal flow associated with the SmP_C function is described with reference to Figure 7-20 and Table 7-13. The
SmP_C function receives control parameters and external switch regquests at the SmP_C_MP reference point from the
synchronous equipment management function and outputs status indicators at the SmP_C_MP to the synchronous
eguipment management function, as aresult of switch commands described in Recommendation G.841.
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TO_TP Pgx_CP Pgs_CP Pgs_CP Pgx_CP
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P/ f i
|
Sm_AP

Sm_AP

Sm_CP Sm_CP T1526260-97/d108

Figure 7-18/G.783 — Lower order path protection sublayer functions

Sm_AP

7

SmP_CP
Protected

Sm/SmP Sm/SmP Sm/SmP Sm/SmP
i Sm_AP T Sm_AP T
sm /4" sm -
Sm_RI Sm_RI
i Sm_CP Sm_CP
Working Protection T1526270-97/d109

Figure 7-19/G.783 — Lower order path protection atomic functions
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T1526280-97/d110

Figure 7-20/G.783 — Lower order path protection connection function

Interface

Table 7-13/G.783 — 81IP_C input and output signals

Input(s)

Output(s)

SmP_CI_Data
SmP_CI_Clock
SmP_CI_FrameStart
SmP_CI_SSF
SmP_CI_SSD

For connection point N:
SmP_CI_Data
SmP_CI_Clock
SmP_CI_FrameStart

For connection point P:
SmP_CI_APS

SmP_C_MI_OPERType
SmP_C_MI_WTRTime
SmP_C_MI_HOTime
SmP_C_MI_EXTCMD

For connection points W and P:

For connection points W and P:
SmP_CI_Data

SmP_CI_Clock
SmP_CI_FrameStart

For connection point N:
SmP_CI_Data
SmP_CI_Clock
SmP_CI_FrameStart
SmP_CI_SSF

For connection point P:
SmP_CI_APS

SmP_C_MI_pPSC
SmP_C_MI_pPSSw
SmP_C_MI_pPSSw

NOTE — Protection status reporting signals are for further study.

7.4.1.1.1 Source direction

Data at the SmP_CP is a lower order trail signal, timed from the TO_TP reference point, with indeterminate Sm layer
POH bytes.

For 1 + 1 architecture, the signal received at the SmP_CP from the protection trail termination function (SmP_TT_So) is
bridged permanently at the SmP_CP to both protection and working Protection trail termination (SmP_TT_So).

The APS information generated according to the rules in Recommendation G.841 are presented at the SmP_CP to the
protection trail. This APS signhal may also be presented to the working trails Protection trail termination (SmP_TT_S0).

7.4.1.1.2 Sink direction

Framed lower order trail signals (data) SmP_CI whose lower order trail POH bytes have aready been recovered by the
Sm_TT_Sk are presented at the SmP_CP along with incoming timing references. The defect conditions SSF and SSD are
also received at the SmP_CP from all Sm_TT_Sk functions.
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The recovered APS information from the protection trail's adaptation functiovSg®_A_Sk) is presented at the
SmP_CP. Working trail's adaptation functions may also present these bytes twmRh€ SThe $P_C must be able to
ignore these bytes from the working adaptation functions.

Under normal conditions,P_C passes the data, timing, and signal fail from the workin@f¥_A Sk functions to

the corresponding P_TT_Sk functions at then®_TCP. The data and timing from the protection trail is not
forwarded.

Under a fault condition on the working pathmiS C passed the data, timing, and signal fail from the protection

SYSmP_A Sk function to the correspondingnfs TT_Sk at the 8P_TCP. The signal received from the working
SYSmP_A_Sk is not forwarded.

7.4.1.1.3 Switch initiation criteria

Automatic protection switching is based on the TSF and TSD conditions of the working and protection paths. Detection
of these conditions is described in 7.2.1.2.

The protection switch can also be initiated by switch commands received via the synchronous equipment management
function. See the switch criteria described in Recommendation G.841.

7.4.1.1.4 Switchingtime
Protection switching shall be completed within TBD ms of detection of an SSF or SSD condition that initiates a switch.

The protection switch completion time is for further study. A proposal is a basic switchgimETBD ms increased by
a hold-off time T provisionable from 0 to 10 s in steps of 100 ms.

74.1.15 Switchrestoration

Switch restoration is a function related to revertive operation, when the working path has recovered from defect. It is not
applicable to lower order trail protection which supports non-revertive operation only. See the description of revertive
1+ 1 unidirectional protection switching in Recommendation G.841.

Defects

None.

Consequent actions

None.

Defect correlation

None.

Performance monitoring

pPSC ~ According to 2.2.5.6.
pPSSw ~ According to 2.2.5.7.
pPSSp ~ According to 2.2.5.7.

7.4.1.2 Lower order path protection trail termination (SmP_TT)
The Protection trail termination function comprises the atomic functions Protection trail termination source

[SmP_TT_So, m= (11, 12, 2 or 3)] and sink f(8_TT_Sk, m= (11, 12, 2 or 3)] as illustrated in Figure 7-21 and
Tables 7-14 and 7-15.
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SmP_TT_Sk MP ——p»

Sm_AP

T1526290-97/d111
SmP_CP

Figure 7-21/G.783 — Lower order path protection trail termination function

7.4.1.2.1 Sourcedirection

I nterfaces
Table 7-14/G.783 — 8\P_TT_So input and output signals
Input(s) Output(s)
SmP_Al_Data SmP_ClI_Data
SmP_AIl_Clock SmP_CI_Clock
SmP_AIl_FrameStart SmP_CI_FrameStart

Processes

No information processing is required in the SmP_TT_So since the Sm_Al at its output isidentical to the SmP_CI.

Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring

None.

7.4.1.2.2 Sink direction

Interfaces
Table 7-15/G.783 — 8IP_TT_Sk input and output signals
Input(s) Output(s)

SmP_CI_Data SmP_Al_Data

SmP_Cl_Clock SmP_Al_Clock
SmP_CI_FrameStart SmP_AIl_FrameStart
SmP_CI_SSF SmP_Al_TSF

SmP_TT_Sk_MI_cSSF
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Processes

The SmP_TT_Sk function reports, as part of the Sm layer, the state of the protected Sm trail. In case al trails are
unavailable, the SmP_TT_Sk reports the signal fail condition of the protected trail.

Defects

None.

Consequent actions

arsF ~ CI_SSF

Defect correlation

CSSF — CI_SSF

Performance monitoring

None.

7.4.1.3 Lower order path protection adaptation function (Sm/SmP_A)

See Figure 7-22.
SmP_CP SmP_CP
D CK FS SSF SSD APS D CK FS APS
\ Sm/SmP \ Sm/SmP
T L T1526300-97/d112
Sm_AP Sm_AP

Figure 7-22/G.783 — Lower order trail protection adaptation function

74131 Caseof VC-11,12and 2

741311 Sour ce direction

I nterfaces
See Table 7.16.
Table 7-16/G.783 — 8/SmP_A_So input and output signals
Input(s) Output(s)

SmP_Al_Data SmP_Cl_Data
SmP_Al_Clock SmP_Cl_Clock
SmP_AIl_FrameStart SmP_CI_FrameStart

Processes

The function shall multiplex the Sm APS signal and Sm data signal onto the Sm_AP.

K4[1-4]: Theinsertion of the lower order APS signal is for further study. This processis required only for the protection
trail.

Defects

None.
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Consequent actions

None.

Defect correlation

None.

Performance monitoring
None.

741312 Sink direction

I nterfaces
See Table 7-17.
Table 7-17/G.783 — 3n/SmP_A_Sk input and output signals
Input(s) Output(s)
SmP_Al_Data SmP_Cl_Data
SmP_Al_Clock SmP_Cl_Clock
SmP_AIl_FrameStart SmP_CI_FrameStart
SmP_Al_TSF SmP_CI_SSF
SmP_SI_TSD SmP_Cl_SSD
SmP_CI_APS (for protection signa only)
Processes

The function shall extract and output the SmP_CI_D signal from the SmP_Al_D signal.

K4[1-4]: The extraction and persistency processing of the lower order APS signal is for further study. This process is
required only for the protection trail.

Defects

None.

Consequent actions

aSSF — ALTSF

aSSD — ALTSD

Defect correlation

None.

Performance monitoring

None.

7.4.1.3.2 Case of VC-3

The S3P_A functions are described in 6.4.1.

7.4.2 Lower order tandem connection sublayer functions
For the lower order V C-3 tandem connection functions, see 6.4.2.

7.4.2.1 Lower order tandem connection trail termination (81D_TT)

This function acts as a source and sink for the lower order Tandem Connection OverHead (TCOH) described in
Annex E/G.707 in case of VC-1/2. The information flows associated with the SmD_TT function are described with
reference to Figure 7-23 and Tables 7-18 and 7-19.

Thetiming signal is provided from the SETS at the TO_TP reference point.
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SmD_AP SmD_AP

SmD_TT_Sk_MP - SmD TT So MP
T1526310-97/d113
Sm_CP Sm_CP

Figure 7-23/G.783 — Lower order tandem connection trail termination function

7.4.2.1.1 Sourcedirection

Interface

Table 7-18/G.783 — 8:D_TT_So input and output signals

Input(s) Output(s)

SmD_AI_Data Sm CI_Data
SmD_AI_Clock Sm_CI_Clock
SmD_AI_FrameStart Sm_CI_FrameStart
SmD_AI_SF
SmD_RI_RDI
SmD_RI_REI
SmD_RI_ODI
SmD_RI_OEI
SmD_TT_So_MI_TxTI

Processes

N2[1-2]: The function shall calculate a BIP-2 over the SmD_AP, and insert this value in TC BIP-2 in the next frame
(Figure 7-24).

N2[8][73]: The function shall insert the TC RDI code within 1 multiframe (38 ms) after the RDI request generation
(RI_RDI) in the tandem connection trail termination sink function. It ceases RDI code insertion within 1 multiframe
(38 ms) after the RI_RDI request has cleared.

N2[3]: The function shall insert a"1" in this bit.

N2[4]: The function shall insert an incoming AIS code in this bit. If Al_SF is true, this bit will be set to the value "1";
otherwise, value"0" shall be inserted.

N2[5]: The function shall insert the RI_REI vaue in the REI bit in the following frame.

N2[7][74]: The function shall insert the ODI code at the first opportunity after the ODI request generation (RI_ODI) in
the sink direction. It ceases ODI code insertion at the first opportunity after the RI_ODI request has cleared.

N2[6]: The function shall insert the RI_OEI value in the OEI bit in the following frame.

N2[7-8]: The function shall insert in the multiframed N2[7-8] channel:
e theFrame Alignment Signal (FAS) "1111 1111 1111 1110" in FAS bitsin frames 1to §;

e theTC traceidentifier, received viareference point SmD_TT_So MP, inthe TC trace ID bitsin frames9to 72;
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. the TCRDI (N2[8][73]) and ODI (N2[7][74]) signals; and

. al-0sin the six reserved bits in frames 73 to 76.

V5[1-2]: The function shall compensate the VC-1/2 BIP-2 (in bits 1 and 2 of byte V5) as specified in 2.3.5.

Defects

None.

Consequent actions
None.

Defect correlation

None.

Performance monitoring

None.

frame t-1
V5

N2

BIP-2
computing

frame t
V5

N2

T1526320-97/d114

Figure 7-24/G.783 — TC BIP-2 computing and insertion
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7.4.2.1.2 Sink direction
Interface
Table 7-19/G.783 — 81D_TT_Sk input and output signals
Input(s) Output(s)
Sm Cl_Data SmD_Al_Data
Sm _Cl_Clock SmD_Al_Clock
Sm_CI_FrameStart SmD_AI_FrameStart
Sm Cl_SSF SmD_Al_TSF
SmD_TT_Sk_MI_ExTI SmD_Al_TSD
SmD_TT_Sk_MI_RDI_Reported SmD_Al_OSF
SmD_TT_Sk_MI_ODI_Reported SmD_RI_RDI
SmD_TT_Sk_MI_TIMdis SmD_RI_REl
SmD_TT_Sk_MI_DEGM SmD_RI_ODI
SmD_TT_Sk_MI_DEGTHR SmD_RI_OEI
SmD_TT_Sk_MI_1second SmD_TT_Sk_MI_cLTC
SmD_TT_Sk_MI_TPmode SmD_TT_Sk_MI_cTIM
SmD_TT_Sk_MI_cUNEQ
SmD_TT_Sk_MI_cDEG
SmD_TT_Sk_MI_cRDI
SmD_TT_Sk_MI_cODI
SmD_TT_Sk_MI_AcTI
SmD_TT_Sk_MI_pN_EBC
SmD_TT_Sk_MI_pF EBC
SmD_TT_Sk MI_pN_DS
SmD_TT_Sk_MI_pF DS
SmD_TT_Sk_MI_pON_EBC
SmD_TT_Sk_MI_pOF_EBC
SmD_TT_Sk_MI_pON_DS
SmD_TT_Sk_MI_pOF DS
Processes

N2[1-2]: See2.3.6.

N2[7-8][9-72]: The Received Trail Trace Identifier shall be recovered from the tandem connection trail trace identifier
overhead. The accepted value of TC trace identifier isalso available at the SmD_TT_MP.

N2[4]: The function shall extract the Incoming AlS code.

N2[5], N2[8][73]: The information carried in the REI, RDI bits in byte N2 shall be extracted to enable single-ended
maintenance of a bidirectional tandem connection Trail. The REI shall be used to monitor the error performance of the
other direction of transmission, and the RDI shall be used to provide information as to the status of the remote receiver. A
"1" indicates a Remote Defect Indication state, while a"0" indicates the normal, working state.

N2[6], N2[7][74]: The information carried in the OEI, ODI bits in byte N2 shall be extracted to enable single-ended
(intermediate) maintenance of the VC-1/2 egressing the tandem connection Trail. The OElI (OF_B) shall be used to
monitor the error performance of the other direction of transmission, and the ODI shall be used to provide information as
to the status of the remote receiver. A "1" indicates an Outgoing Defect Indication state, while a™0" indicates the normal,
working state.

N2[7-8]: Multiframe alignment: see 2.3.4.

V5[1-2]: Even BIP-2 is computed for each bit par of every byte of the preceding VC-1/2 including V5 and compared
with bit N2 and 2 of V5 recovered from the current frame. A difference between the computed and recovered BIP-2
values istaken as evidence of one or more errors (ON_B) in the computation block.

N2: The function shall terminate N2 channel by inserting an all-ZEROs pattern.

V5[1-2]: The function shall compensate the VC-1/2 BIP-2 in bits 1 and 2 of byte V5 according to the algorithm defined
in the source direction.
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Defects

The function shall detect for dJUNEQ, dLTC, dTIM, dDEG, dRDI, dODI, IncAlSI defects according to the specification
in2.2.2.

Consequent actions

The function shall perform the following conseguent actions (see 2.2.3):

aAIlS ~ dUNEQordTIM ordLTC

aOSF ~ CI_SSFordUNEQor dTIM or dLTC or IncAIS
aTSF ~ Cl_SSFordUNEQordTIM ordLTC

arsb ~ dDEG

aRDI ~ CI_SSFordUNEQordTIM or dLTC

aREl ~ InN_B

aOoDI « Cl_SSFor dUNEQ or dTIM or IncAlSordLTC
aOFE| —~ ZnON_B

The function shall insert the all-ONEs (AlS) signal within 1 ms after AIS request generation, and cease the insertion
within 1 ms after the AIS request has cleared.

Defect correlation

The function shall perform the following defect correlation to determine the most probable fault cause (see 2.2.4). This
fault cause shall be reported to the SEMF.

cUNEQ ~ dUNEQ and MON

cLTC « (not dUNEQ) anddLTC

cTIM ~ dTIM and (not dUNEQ) and (not dLTC) and MON

cDEG ~ dDEG and (not dTIM) and (not dLTC) and MON

cRDI ~ dRDI and (not dUNEQ) and (not dTIM) and (not dLTC) and MON and RDI_Reported
cODI ~ dODI and (not dUNEQ) and (not dTIM) and (not dLTC) and MON and ODI_Reported

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be reported to the SEMF.

pN_DS ~ arsrFordeQ

pF_DS ~ dRrRDI

pN_EBC ~ ZnN_B

pF_EBC ~ XZnFB

pON_DS ~ aODl or dEQ

pOF_DS ~ doDI

pON_EBC - ZnON_B

pOF EBC - ZnOFB

7.42.2 Lower order tandem connection non-intrusive monitor function (SmDm_TT)

This function acts as a non-intrusive monitor for the lower order Tandem Connection OverHead (TCOH) described in
Annex E/G.707 in case of VC-1/2.

The information flows associated with the SMD/Sm_A function are described with reference to Figure 7-25.
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Thetiming signal is provided from the SETS at the TO_TP reference point.

SmDm_TT_Sk_MP

|SmD_AI_TSF
ISmD_AI_TSD

T1526330-97/d115
Sm_CP

Figure 7-25/G.783 — Lower order tandem connection monitor function

This function can be used to perform the following:

1) single-ended maintenance of the TC by monitoring at an intermediate node, using remote information (RDI, REI);

2) adinfault localisation within TC trail by monitoring near-end defects;

3) monitoring of VC performance at TC egressing point (except for connectivity defects before the TC) using remote

outgoing information (ODI, OEl);

4) performing non-intrusive monitor function within SNC/S protection.

7.4.2.2.1 Sink direction

Interfaces
See Table 7-20.
Table 7-20/G.783 — 81IDm_TT_Sk input and output signals
Input(s) Output(s)
Sm Cl_Data SmD_Al_TSF
Sm _ClI_Clock SmD_Al_TSD
Sm_CI_FrameStart SmD_TT_Sk_MI_cLTC
Sm CI_SSF SmD_TT_Sk_MI_cTIM

SmD_TT_Sk_MI_EXTI
SmD_TT_Sk_MI_RDI_Reported
SmD_TT_Sk_MI_ODI_Reported
SmD_TT_Sk_MI_TIMdis
SmD_TT_Sk_MI_DEGM
SmD_TT_Sk_MI_DEGTHR
SmD_TT_Sk_MI_1second
SmD_TT_Sk_MI_TPmode

SmD_TT_Sk_MI_CUNEQ
SmD_TT_Sk_MI_cDEG
SmD_TT_Sk_MI_cRDI
SmD_TT_Sk_MI_cODI
SmD_TT_Sk_MI_AcTI
SmD_TT_Sk_MI_pN_EBC
SmD_TT_Sk_MI_pF_EBC
SmD_TT_Sk_MI_pN_DS
SmD_TT_Sk_MI_pF DS
SmD_TT_Sk_MI_pOF_EBC
SmD_TT_Sk_MI_pOF DS

Processes

N2[1-2]: See2.3.6.

N2[7-8][9-72]: The Received Trail Trace Identifier shall be recovered from the tandem connection trail trace identifier
overhead. The accepted value of TC trace identifier is aso available at the SmDm_TT_MP. The mismatch detection

process shall be as specified below.
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N2[4]: The function shall extract the Incoming AlS code.

N2[5], N2[8][73]: The information carried in the REI, RDI bits in byte N2 shall be extracted to enable single-ended
maintenance of a bidirectional tandem connection Trail. The REI shall be used to monitor the error performance of the
other direction of transmission, and the RDI shall be used to provide information as to the status of the remote receiver. A
"1" indicates a Remote Defect Indication state, while a"0" indicates the normal, working state.

N2[6], N2[7][74]: The information carried in the OEI, ODI bits in byte N2 shall be extracted to enable single-ended
(intermediate) maintenance of the VC-1/2 egressing the tandem connection Trail. The OEI (OF_B) shall be used to
monitor the error performance of the other direction of transmission, and the ODI shall be used to provide information as
to the status of the remote receiver. A "1" indicates an Outgoing Defect Indication state, while a"0" indicates the normal,
working state.

N2[7-8]: see2.3.4.
Defects

The function shall detect for dAUNEQ, dLTC, dTIM, dDEG, dRDI, dODI, IncAlS| defects according to the specification
in2.2.2.

Consequent actions

The function shall perform the following conseguent actions (see 2.2.3):
arsr ~ CI_SSFor dUNEQ or dTIM or dLTC

arsb ~ dDEG

Defect correlation

The function shall perform the following defect correlation to determine the most probable cause (see 2.2.4). This fault
cause shall be reported to the SEMF.

cUNEQ ~ dUNEQ and MON

cLTC « (not dUNEQ) anddLTC

cTIM « (not dUNEQ) and (not dLTC) and dTIM and MON

cDEG « (notdTIM) and (not dLTC) and dDEG and MON

cRDI ~ (not dUNEQ) and (not dTIM) and (not dLTC) and dRDI and MON and RDI_Reported
cODI ~ (not dUNEQ) and (not dTIM) and (not dLTC) and dODI and MON and ODI_Reported

Performance monitoring

The function shall perform the following performance monitoring primitives processing (see 2.2.5). The performance
monitoring primitives shall be forwarded to the SEMF.

pN_DS — aTSFor dEQ
pF DS ~ dRDI

pN EBC  « >nM_B
pF_EBC ~ ZnFB

pOF DS . dODI

pOF EBC .~ 3ZnOF B

7.4.2.3 Lower order tandem connection adaptation function (SmD/Sm_A)

This function acts as a source and sink for the adaptation of LO Smlayer to LO SmD sublayer. This function is applicable
for networks that support the lower order tandem connection monitoring protocol option 2 described in Annex E/G.707 in
case of VC-1/2.

The information flows associated with the SmD/Sm A function are described with reference to Figure 7-26 and
Tables 7-21 and 7-22.
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Thetiming signal is provided from the SETS at the TO_TP reference point.

Sm_CP Sm_CP

SmD/Sm smpism  /€——— TO_TI

T L T1526340-97/d116

SmD_AP SmD_AP

Figure 7-26/G.783 — Lower order tandem connection adaptation function

7.4.2.3.1 Sourcedirection

I nterfaces
Table 7-21/G.783 — 8:D/Sm_A_So input and output signals
Input(s) Output(s)
Sm_CI_Data SmD_AI_Data
Sm_ClI_Clock SmD_Al_Clock
Sm_CI_FrameStart SmD_AI_FrameStart
Sm Cl_SSF SmD_Al_SF
TO_TI_Clock
Processes

NOTE 1 — The function has no means to verify the existence of a tandem connection within the incoming signal. Nested tandem
connections are not supported.

The function shall replace the incoming Frame Start signal by alocal generated one (i.e. enter "holdover") if an all-ONEs
(A1S) VC isreceived (i.e. this function replaces an all-ONEs incoming VC by aVC-AIS signal).

NOTE 2 — This replacement of the (invalid) incoming frame start signal results in the generation of a valid pointev8mth& So
function.

Defects

None.

Consequent actions

This function shall perform the following consequent actions:
asSSF ~ CI_SsF

Defect correlation

None.

Performance monitoring

None.
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7.4.2.3.2 Sink direction

I nterfaces
Table 7-22/G.783 — 81D/Sm_A_Sk input and output signals
Input(s) Output(s)

SmD_AI_Data Sm_CI_Data
SmD_AlI_Clock Sm_CI_Clock
SmD_AIl_FrameStart Sm_CI_FrameStart
SmD_Al_OSF Sm CI_SSF

Processes

The function shall restore the invalid frame start condition (i.e. output aSSF = true) if that existed at the ingress of the
tandem connection.

NOTE 1 — In addition, the invalid frame start condition is activated on a tandem connection connectivity defect conditosdbat
all-ONEs (AIS) insertion in ther8D_TT.

Defects

None.

Consequent actions
aAlS ~ Al_OSF

aSSF ~ AIl_OSF
NOTE 2 — CI_SSFE true will result in TU-AIS generation byn®/Sm_A_Sk function.

The function shall insert the all-ONEs (AlS) signal within 1 ms after AIS request generation, and cease the insertion
within 1 ms after the AIS request has cleared.

Defect correlation

None.

Performance monitoring

None.

8 Compound functions

Compound functions are currently characterized in terms of basic functions, which were predominately used in earlier
versions of Recommendation G.783. Further work is needed to characterize the compound functions in terms of atomic
functions. For the time being, it is necessary to use the tables at the beginning of clauses 3 through 7 to relate the basic
functions to atomic functions.

8.1 Transport Terminal Function (TTF)

The Transport Terminal Function comprises as a compound function the basic functions SDH Physical Interface (SPI),
Regenerator Section Termination (RST), Multiplex Section Termination (MST), Multiplex Section Protection (MSP) and
Multiplex Section Adaptation (MSA) as illustrated in Figure 8-1. The basic and corresponding atomic functions and the
information flows across their reference points are described in clauses 3, 4, and 5.

NOTE — The MSP function enables protection switching of multiplex sections. Since it has the identical information flows at the
reference points at both sides, it may be optional or degenerate.
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Sn_CP ESn_CP or OSN_CP

veas P U2 N U1 .
Frame | | | | _ -
Offset > out
— MSA — MSP 1 MST ] RST - SPI —
VC3l4 | | | | |
Frame | <«—— STMN
Offset o | MSA_MP MSP_MP TO Y MST_MP  RST_MPT1 SPI_MP n
MSA_MP, MSP_MP T1 TO Y P, N U1, u2 T1526350-97/d117
MST_MP, RST_MP
SPI_MP

Figure 8-1/G.783 — Transport terminal function

8.2 Higher Order Interface (HOI)

The Higher Order Interface function comprises as a compound function the basic functions PDH Physical Interface (PPI),
Lower order Path Adaptation (LPA) and Higher order Path Termination (HPT) asillustrated in Figure 8-2. The basic and
corresponding atomic functions and the information flows across their reference points are described in clause 6.

En_CP Sn_CP
Tributary U6 us «— VC-3/4
signal out 4 | | Frame
«— Offset
| PPI LPA-n HPP HPT
Tributary ‘ ‘ I | ‘ | I VC-3/4
signal in Frame
PPI_MP LPA_MP  TO  HPP_MP HPT_MP - Offset
‘ T ‘ T1526360-97/d118
PPI_MP, LPA_MP TO U3, U6

HPP_MP, HPT_MP

Figure 8-2/G.783 — Higher order interface function

8.3 Lower Order Interface (LOI)

The Lower Order Interface function comprises as a compound function the basic functions PDH Physical Interface (PPI),
Lower order Path Adaptation (LPA) and Lower order Path Termination (LPT) asillustrated in Figure 8-3. The basic and
corresponding atomic functions and the information flows across their reference points are described in clause 7.
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Em_CP Sm_CP

Tributary ¢ u4 «— VC-1/2/3
signal out | Frame
<«— oOffset
— 1 PPl LPA-m LPP LPT
| | | VC-1/2/3
Tributary > ‘ ‘ ‘ | - Frame
signalin PPI_MP T2 LPAMP TO LPP_MP LPT_MP L offset
‘ T i ‘ T1526370-97/d119
PPI_MP,LPA_ MP  TO T2 U4

LPP_MP, LPT_MP

Figure 8-3/G.783 — Lower order interface function

84 Higher Order Assembler (HOA)

The Higher Order Assembler function comprises as a compound function the basic functions Higher order Path
Adaptation (HPA) and Higher order Path Termination (HPT) as illustrated in Figure 8-4. The basic and corresponding
atomic functions and the information flows across their reference points are described in clause 6.

Sm_CP Sn_CP
us U3
VC-1/2/3 +—— | +————— VC-3/4
Frame | Frame
Offset <+———— Offset
— HPA HPP HPT ———
VC-1/2/3 ‘ | | | ————————» VC:3/4
Frame Emm—— | Frame
Offset HPA_MP TO HPP_MP HPT_MP ) Offset
‘ T ‘ T1526380-97/d120
HPA_MP T0 us, Us
HPP_MP
HPT_MP
Figure 8-4/G.783 — Higher order assembler function
9 Timing functions

9.1 Synchronous Equipment Timing Sour ce (SETS) function

This function provides timing reference to al functional blocks except the SPI, PPI, SEMF, MCF, and OHA. The
Synchronous Equipment Timing Source (SETS) function represents the SDH network element clock. The SETS function
includes an internal oscillator function and Synchronous Equipment Timing Generator (SETG) function. The information
flows associated with the SETS function are described with reference to Figure 9-1.
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The synchronization source may be selected from any of the reference points T1, T2, T3:
—  T1 derived from STM-N input signal.
— T2 derived from PDH input signal.

— T3 derived from external synchronization reference signal.

When the SETS is synchronized to a signal carrying a network frequency reference standard, the short-term stability
requirements at the TO and T4 reference points are specified in Recommendations G.812 and G.813.

Loss of all incoming timing references (LTI) (T1, T2 and T3) shall be reported to the SEMF at reference
point SETS_MP.

NOTE 1 — The synchronization distribution model is defined in Recommendation G.803.

NOTE 2 — Figure 9-1 represents a functional block diagram which requires further decomposition to align with Recommen-
dation G.803. This topic is for further study.

NOTE 3 — SSM processing is for further study within ITU-T SG 13.

Select Select S T4
A c -
T Select
T2 eBec >| SETG > TO
T3
T1526390-97/d121
SETS_MP Y

SETG Synchronous Equipment Timing Generator function

NOTE 1 — There may be more than one signal at T1, T2 or T3 reference points.
NOTE 2 — The SETG may be replicated.

NOTE 3 — Selection criteria for selectors A and B are for further study.

NOTE 4 — Selector C is provisioned by external commands.

NOTE 5 — Criteria for squelching, i.e. inhibiting the signal, are for further study.

Figure 9-1/G.783 — Synchronous equipment timing source function

911 Selector A

This function selects one reference synchronization source from a number of signals on T1 reference point derived from
STM-N signals.

912 Selector B

This function selects one reference synchronization source from a number of signalson T1, T2 (derived from input PDH
signa) and T3 (derived from external reference synchronization signal).
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9.13 Synchronous Equipment Timing Generator (SETG)

The SETG function contains a clock of either G.812 or G.813 characteristics. It operates in the following modes, as
defined in Recommendation G.810:

— locked to input reference source selected by selector B;
— holdover mode;

—  free run mode.

The SETG provides filtering functions to ensure compliance with the requirements of Recommendation G.812 or G.813.

9.14 Selector C and squelching
This function is activated by an operator command. It selects either TO or T1 as selected by selector A.

The squelching function is provisioned by the operator to disable T4. The criteria for the squelching function are for
further study.

9.2 Synchronous Equipment Timing Physical Interface (SETPI) function

This function provides the interface between the external synchronization signal and the synchronous equipment timing
source and shall have, at the synchronization interface port, the physical characteristics of one of the G.703 (PDH)
synchronization interfaces (see Figure 9-2). The 2048 kHz synchronization interface port shall be according to
clause 10/G.703.

NOTE — The frequency tolerance of this synchronization signal is constrained by the requirements of the client laye8Dddg. for
equipment the client layer is specified in Recommendation G.812 or G.813. The case of 1544 kHz is for further study.

T3 «—— synchronous Equipment [« o
Timing Physical S_ynchronlzatlon
Interface function interface port
T4 . (SETPI)
T1526400-97/d122
SETPI_MP

Figure 9-2/G.783 — Synchronous equipment physical interface

The SETPI monitors the signal from the synchronization port and reports a LOS condition on that port to the reference
point SETPI_MP.

Defect correlations

cLOS ~ dLos

921 Signal flow from T4 to synchronization interface

Thissignal flow only existsif the SETS can provide external synchronization.

The functions performed by the SETPI are the encoding and adaptation to the physical medium.

The SETPI function takes timing at reference point T4 from the SETS to form the transmit synchronization signal.

The SETPI passes the timing information to the synchronization interface transparently.
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9.2.2 Signal flow from synchronization interfaceto T3

The SETPI function extracts timing from the received synchronization signal. After decoding, it passes timing
information to the SETS.

10 Specification of jitter and wander

SDH jitter and wander is specified at both STM-N and G.703 (PDH) interfaces. The SDH equipment’s jitter and wander
characteristics at such interfaces may be categorized in terms of whether:

— itsjitter and wander performance is governed exclusively by the input timing extraction circuitry;
— tributary bit justification is performed in addition to input timing extraction;

— phase smoothing of pointer justifications is performed as well as tributary bit justification and input timing
extraction.

In addition, the wander encoded in both the AU and TU pointer adjustments is specified. (This determines the statistics of
occurrence of pointer adjustments.)

10.1 STM-N interfaces

10.1.1 Inputjitter and wander tolerance

Jitter present on the STM-N signal must be accommodated by the SPI. The detailed parameters and limits for optical line
systems are specified in Recommendation G.958. Jitter tolerance requirements for STM-N interfaces are specified in
Recommendation G.825.

The STM-N signal may be used to synchronize the Synchronous Equipment Timing Source (SETS), which must be able
to accommodate the maximum absolute jitter and wander present on the STM-N signal. This will be primarily affected by

wander, and can be specified in terms of Maximum Time Interval Error (MTIE). The detailed parameters and limits are

specified in Recommendation G.813.

10.1.2 Output jitter and wander generation

The output jitter and wander must meet the short-term stability requirements specified in Table 6/G.813 or
Table 7/G.813.

When the synchronous equipment timing source is used, the output jitter and wander depends on the inherent properties
of the synchronous equipment timing generator as well as the properties of the synchronization input.

When the equipment is loop-timed, the output jitter and wander depends on the incoming jitter and wander as filtered by
the jitter and wander transfer characteristics described in 10.1.3.

Further requirements for wander are specified in Recommendation G.813 in terms of MTIE, together with its first and
second derivatives with respect to time. Requirements for output jitter are specified in Recommendation G.813.

10.1.3  Jitter and wander transfer

The jitter and wander transfer is dependent on whether the equipment is synchronized and the manner in which it is
synchronized.

When the equipment is not synchronized, the jitter and wander transfer characteristics have no meaning as the output
jitter and wander is determined solely by the internal oscillator.

When the equipment is synchronized, the jitter and wander transfer characteristics are determined by the filtering
characteristics of the Synchronous Equipment Timing Generator (SETG). These filtering characteristics may vary
depending on whether the equipment is loop-timed or uses a synchronous equipment timing source. Figure 10-1 provides
a block diagram of timing functions for SDH equipment using loop timing.
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The jitter transfer characteristics (specifically, the ratio of the output jitter to the applied input jitter as a function of
frequency) can be tested using sinusoidal input jitter. It should be noted that this may not adequately test some non-linear
timing generator implementations. The introduction of some new tests based on broadband jitter may help to characterize
such implementations.

The detailed parameters and limits are specified in Recommendation G.813.

10.1.4 Transfer of wander encoded in AU and TU pointer adjustments

The transfer of wander encoded in the AU and TU pointer adjustments is controlled by the AU and TU pointer
processors, respectively. Wander is affected by the difference between the incoming phase and the fill within the pointer
processor buffer. The larger the buffer spacing, the less likely that incoming pointer adjustments will result in outgoing
pointer adjustments.

r--—-——=—"FT~"~>f"=-—""f"T~™>"~™""™"T"~T" T T T T ——— 1
| |
. ! Pointer AU 00i !
<« pointer
Data in T decode buffer |
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Timing : Frame phase :
recovery | (Note 1) : >
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|
! I
Pointer !
< | |
< Data out < : encode < i
|
- [ |
Timing < ! Frame L
out - | phase !
|
! I
__________________ : \
®
I~ Pointer
SETG processor
(Note 2) T1526410-97/d123

NOTE 1 — This element provides both frame phase and gapped clock to be buffer.
NOTE 2 — The characteristics of this synchronous equipment timing generator may be different from those used in a SETS.

Figure 10-1/G.783 — Block diagram of timing functions for synchronous equipment using loop timing

10.1.4.1 AU pointer processor buffer threshold spacing

The MTIE of the higher-order V C with respect to the clock generating the STM-N frame is quantized and encoded in the
AU pointer. When a higher-order VC is transferred from an STM-N to another STM-N derived from a different clock,
the AU pointer must be processed. The pointer isfirst decoded to derive the frame phase and a clock to write to the AU
pointer processor buffer. The read clock from the buffer is derived from the synchronous equipment timing source. The
buffer fill is monitored and when upper or lower thresholds are crossed, the frame phase is adjusted.

The alocation in the pointer processor buffer for pointer hysteresis threshold spacing should be at least 12 bytes
for AU-4 and at least 4 bytes for AU-3 [corresponding to maximum relative time interval error (MRTIE) of 640 ns
between reference point TO and the incoming STM-N line signdl].
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10.1.4.2 TU pointer processor buffer threshold spacing

The MTIE of the lower-order VC with respect to the clock generating the higher-order VC is quantized and encoded in
the TU pointer. When a lower-order VC is transferred from one higher-order VC into another higher-order VC derived
from a different clock, the TU pointer must be processed. The pointer is first decoded to derive the frame phase and a
clock to write to the TU pointer processor buffer. The read clock from the buffer is derived from the synchronous
equipment timing source. The buffer fill is monitored and when upper or lower thresholds are crossed, the frame phase is
adjusted.

The alocation in the pointer processor buffer for pointer hysteresis threshold spacing should be at least 4 bytes for TU-3s
and at least 2 bytes for TU-1sand TU-2s.

10.2 PDH interfaces

10.2.1  Input jitter and wander tolerance

Input jitter and wander tolerance for 2048 kbit/s hierarchy based signals are specified in Recommendation G.823. Input
jitter and wander tolerance of 1544 kbit/s hierarchy based signals are specified in Recommendations G.824, G.743,
and G.752. The PDH signal may be used to synchronize the Synchronous Equipment Timing Source (SETS). In this case,
additional parameters and limits are specified in Recommendation G.813.

NOTE - It may be necessary to specify transmit and receive separately for multi-vendor systems.

10.2.2 Jitter and wander transfer

As a minimum requirement, the jitter transfer specifications in any corresponding plesiochronous equipment
Recommendations must be met.

NOTE 1 — Equipment jitter and wander transfer may be difficult to specify for multi-vendor systems. Desynchronizers jitter and
wander transfer may be more amenable to specification.

NOTE 2 — The above-mentioned specifications are not sufficient to assure that SDH equipment provide adequate overall jitter and
wander attenuation. Specifically, attenuation of the jitter and wander arising from decoded pointer adjustments placesgyemire str
requirements on the SDH desynchronizer transfer characteristic.

10.2.3 Jitter and wander generation

10.2.3.1 Jitter and wander from tributary mapping

Specifications for jitter arising from mapping G.703 (PDH) tributaries into containers, described in Recommen-
dation G.707, should be specified in terms of peak-to-peak amplitude over a given frequency band over a given
measurement interval. Detailed specifications are for further study. The limits for each G.703 (PDH) tributary interface
and the corresponding filter characteristics for mapping jitter are given in Table 10-1.

NOTE — Tributary mapping jitter is measured in the absence of pointer adjustments. The output jitter from a 2048 kbiti&zeynchro

in the absence of input jitter and pointer activity, shall naeed 0.35 Ul peak-to-peak when measured through a digital 10 Hz
low-pass filter (representing an ideal desynchronizer) followed by a measurement filter which has a high-pass cornerdfequency
20 Hz and a 20 dB/decade slope.

The output wander should be specified in terms of MTIE together with its first and second derivatives with respect to
time. The need for and details of this specification are for further study.

10.2.3.2 Jitter and wander from pointer adjustments

The jitter and wander arising from decoded pointer adjustments must be sufficiently attenuated to ensure that existing
plesiochronous network performance is not degraded. Detailed specifications are for further study.

10.2.3.3 Combined jitter and wander from tributary mapping and pointer adjustments

The combined jitter arising from tributary mapping and pointer adjustments should be specified in terms of peak-to-peak
amplitude over a given frequency band, under application of representative specified pointer adjustment test sequences,
for a given measurement interval. This interval is dependent on the test sequence duration and number of repetitions. A
key feature that must be considered in the specification of the effects of pointer adjustments on G.703 (PDH) interfaces
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is the demarcation between jitter and wander. Thus, a critical feature is the high-pass filter characteristics. The limits for
each G.703 (PDH) tributary interface and the corresponding filter characteristics for combined jitter are given in
Table 10-2, based on the pointer test sequences shown in Figure 10-2.

In order to prime the pointer processor and to prepare the equipment for the test sequence, it is necessary to apply
initialization and cool-down sequences. In the case of single and burst sequences, the pointer processor must not absorb
the pointer movements and stop them affecting the jitter on the demultiplexed tributary signal. In the case of periodic
sequences, the pointer processor must be in the steady-state condition that it would be in if continual pointer movements
had always been present. For single and burst test sequences, the initialization period should consist of pointer
adjustments applied at a rate exceeding that of the test sequence, but less than 3 pointer adjustments per second, in the
same direction as the subsequent test sequence. The initiaization period should last, at least, until a response is detected
in the jitter measured on the demultiplexed tributary signal. After the initialization period, it is recommended that a
30-second cool-down period is allowed when no pointer activity is present in the test signal. For periodic test sequences
(both continuous and gapped), it is recommended that a minimum 60-second initialization period be used. A 30-second
cool-down period is recommended during which the periodic sequence is applied so that a steady state condition is
maintained. If necessary, the period must be extended to include an integral number of complete sequences.

Two tests for wander may be necessary: one with a single pole HPF and another with a double pole high-pass filter in
order to differentiate between the first and second derivatives of MTIE. Detailed specifications are for further study.

The valuesin Tables 10-1 and 10-2 are only valid if all network elements providing the path are maintained in synchro-
nization. The above requirements do not apply under network synchronization loss conditions.

Table 10-1/G.783 — Mapping jitter generation specification

] o Maximum peak-to-peak jitter
Filter characteristics (Note 3)
G.703 Mapping
(PDH)
interface . f . f3 f4 f1-f4 f3-f4
high pass high pass low pass
1544 kbit/s 10 Hz 8kHz 40 kHz (Note 1) 0.1Ul
20 dB/dec —20 dB/dec
2048 kbit/s 20 Hz 18 kHz 100 kHz (Note 1) 0.075 Ul
20 dB/dec (700 Hz) —20 dB/dec
20 dB/dec
6312 kbit/s 10 Hz 3 kHz 60 kHz (Note 1) 0.1 Ul
—20 dB/dec
34368 kbit/s 100 Hz 10 kHz 800 kHz (Note 1) 0.075 UI
20 dB/dec 20 dB/dec —20 dB/dec
44736 kbit/s 10 Hz 30 kHz 400 kHz 0.40 UI 0.1 Ul
—20 dB/dec (Ag)
139264 kbit/s 200 Hz 10 kHz 3500 kHz (Note 1) (Note 2)
20 dB/dec 20 dB/dec —20 dB/dec
NOTE 1 — These values are for further study.
NOTE 2 — For further study. A value of 0.075 Ul has been proposed.
NOTE 3 — The frequency value shown in parenthesis only applies to certain national interfaces.
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Table 10-2/G.783 — Combined jitter generation specification

] o Maximum peak-to-peak jitter
Filter characteristics (Note 5)
G.703 Combined
(PDH)
interface . f1 . f3 f4 f1-f4 f3-f4
high pass high pass low pass
1544 kbit/s 10Hz 8 kHz 40 kHz 1.5 Ul (Note 1)
20 dB/dec —20 dB/dec (Note 6) (Note 6)
2048 kbit/s 20 Hz 18 kHz 100 kHz 0.4 Ul 0.075 UI
20 dB/dec (700 Hz) —20 dB/dec (Note 2) (Note 2)
20 dB/dec

6312 kbit/s 10 Hz 3 kHz 60 kHz 1.5 Ul (Note 1)
—20 dB/dec (Note 6) (Note 6)
34368 kbit/s 100 Hz 10 kHz 800 kHz 0.4 Ul 0.075 VI

20 dB/dec 20 dB/dec —20 dB/dec 0.75 Ul
(Note 3) (Note 3)
44736 kbit/s 10 Hz 30 kHz 400 kHz (Note 1) (Note 1)
—20 dB/dec (Note 7) (Note 7)
139264 kbit/s 200 Hz 10 kHz 3500 kHz (Note 4) (Note 4)
20 dB/dec 20 dB/dec —20 dB/dec (Note 8) (Note 8)

NOTE 1 — These values are for further study.

NOTE 2 — The limit corresponds to pointer sequences in Figure 10-2 a), b),x0.T2 T3=2 ms

NOTE 3 — The 0.4 Ul and 0.075 Ul limits correspond to pointer sequences in Figure 10-2 a), b), ¢). The 0.75 Ul limit cefrespond

to the pointer sequence in Figure 10-2 d). T2 and T3 values are for further study. It is assumed that pointer adjustpusits
polarities are well spread in time, i.e. the periods between adjustments are greater than the desynchronizer time constan

NOTE 4 — For further study. Values according to Note 3 have been proposed.
NOTE 5 — The frequency value shown in parenthesis only applies to certain national interfaces.

NOTE 6 — The limit corresponds to pointer sequences in Figure 10-2 e), f), g), and h) when a VC-11 or VC-2 mappin
T4=2ms,1xT5<10s.

NOTE 7 — The limit corresponds to pointer sequences in Figure 10-2 e), f), g), and h) when an AU-3 mapping
T4=0.5ms,34 ms T5<10s.

NOTE 8 — The pointer sequence in Figure 10-2 g) applies at AU-3 and AU-4 levels only. Jitter and wander values are
study.
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Figure 10-2/G.783 — Pointer test sequencémntinued)
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NOTE 1 — The payload output jitter is defined as the maximum jitter over the entire measurement period.

NOTE 2 — For AU-3 level payloads, the adjustments shall be applied to the STM-N level pointers.
For VC level payloads, the adjustments shall be applied to the TU level pointers.

NOTE 3 — Complete payload data integrity shall be maintained through the SDH network.

NOTE 4 - For both single and burst sequences, separate tests shall be run first with all positive pointer adjustments and
then with all negative pointer adjustments.

NOTE 5 — For periodic sequences, T5 is constant for each measurement and determined by the amount of frequency
offset between the VC and its carrier (higher order path for lower order VCs and STM-N for higher order VCs). T5 shall
be varied over the range given in Table 10-2, Notes 6 and 7.

NOTE 6 — All periodic tests must be done with positive frequency offsets and negative frequency offsets.

NOTE 7 — For periodic sequences, separate tests shall be run first with only added pointer adjustments and then with only

cancelled pointer adjustments.

Figure 10-2/G.783 — Pointer test sequencésncluded)

11 Overhead Access Function (OHA)

In SDH equipment, it may be required to provide access in an integrated manner to transmission overhead functions. This
subject isfor further study in ITU-T. This Recommendation defines the U reference points across which information may
be exchanged with the other functional blocks.

A particular overhead access function which may be included in SDH NEs is the order-wire function which is used to
provide voice contact between SDH NEs for maintenance personnel.

The order-wire function of the OHA block shall be to accept E1 and E2 bytes from the U1 and U2 reference points and
present them as data channels at one or more external interfaces as described in Table 11-1.
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The use of multiplexed order-wire interfaces for NEs terminating a number of order-wire channelsis for further study.

Table 11-1/G.783 — Orderwire interface

Bit rate (kbit/s) Interface standard Synchronization Frame structure
64 Rec. G.703 Co-directional Bit 1 of E1/E2 bytesin STM-N frame
corresponds to bit 1 in the 64 kbit/s
channel
Annex A

Multiplex Section Protection (M SP) protocol, commands and oper ation

Al M SP Protocol

The MSP functions, at the ends of a multiplex section, make requests for and give acknowledgments of switch action by
using the MSP bytes (K1 and K2 bytes in the MSOH of the protection section). The bit assignments for these bytes and
the bit-oriented protocol are defined as follows.

Al1l K1 byte
The K1 byte indicates a request of a channel for switch action.

Bits 1-4 indicate the type of request, aslisted in Table A.1. A request can be:

1) acondition (SF and SD) associated with a section. A condition has high or low priority. The priority is set for each
corresponding channel;

2) adtate (wait to restore, do not revert, no request, reverse regquest) of the MSP function; or

3) anexterna request (lockout of protection, forced or manual switch, and exercise).

Bits 5-8 indicate the number of the channel for which the request isissued, as shown in Table A.2.

A.1.2 K1 byte generation rules

Local SF and SD conditions, wait to restore or do not revert state and the external request are evaluated by a priority
logic, based on the descending order of request prioritiesin Table A.1. If local conditions (SF or SD) of the same level
are detected on different sections at the same time, the condition with the lowest channel number takes priority. Of these
evaluated requests, the one of the highest priority replaces the current local request, only if it is of higher priority.

Locally detected SF and SD conditions and externaly initiated requests for working channels that have "lockout of
working channel" control command (see A.2.2) applied to them are not evaluated during K1 byte generation.
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A.1.2.1 In bidirectional operation

The priorities of the local request and the remote request on the received K1 byte are compared according to the des-
cending order of prioritiesin Table A.1. Note that a received reverse request or a remote request for a working channel
that has a"lockout of working channel" applied to it are not considered in the comparison.

Recommendation G.783  (04/97)

The sent K1 shall indicate:

a) areverserequest if the remote bridge request isfor achannel that is not locked out, and

i) theremote request is of higher priority; or if

ii) the requests are of the same level (and are higher priority than a no request) and the sent K1 byte already

indicates reverse request; or if

iii) the requests are of the same level (and are higher priority than a no request) and the sent K1 byte does not
indicate reverse request and the remote request indicates alower channel number;

b) thelocal requestin all other cases.

Table A.1/G.783 — Types of request

leéz Condition, state or external request (S(rfeerl)

1111 Lockout of protection (Note 2) Highest

1110 Forced switch I

1101 Signal fail high priority |

1100 Signal fail low priority |

1011 Signal degrade high priority |

1010 Signal degrade low priority |

1001 Unused (Note 3) |

1000 Manual switch I

0111 Unused (Note 3) I

0110 Wait to restore |

0101 Unused (Note 3) |

0100 Exercise |

0011 Unused (Note 3) |

0010 Reverse request |

0001 Do not revert |

0000 No request Lowest
NOTE 1 — An SF condition on the protection section is higher priority than any of the requests that would| cause a
working channel to be selected from the protection section.
NOTE 2 — Only channel number 0 is allowed with a lockout of protection request.
NOTE 3 — Some network operators may use these codes for network specific purposes. The receivef shall be
capable of ignoring these codes.
NOTE 4 — Requests are selected from the table depending on the protection switching arrangements; |.e. in any
particular case, only a subset of the requests may be required.

Table A.2/G.783 — K1 channel number

Channél number

Requesting switch action

0

1-14

15

Null channel (no working channel or extra traffic channel).
Conditions and associated priority (fixed high) apply to the
protection section.

Working channel (1-14).

Conditions and associated priority (high or low) apply to the
corresponding working sections.

For 1+ 1 only working channel 1 is applicable, with fixed high
priority.

Extra traffic channel.
Conditions are not applicable.
Exists only when provisioned in a 1 : n architecture.
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A.1.2.2 Inunidirectional operation

The sent K1 byte shall aways indicate the local request. Therefore, reverse request is never indicated.

A.1.3 Revertive/non-revertive modes

In revertive mode of operation, when the protection is no longer requested, i.e. the failed working section is no longer in
SD or SF condition (and assuming no other requesting channels), alocal wait to restore state shall be activated. Since this
state becomes the highest in priority, it is indicated on the sent K1 byte, and maintains the switch on that channel. This
state shall normally time out and become a no request null channel (or no request channel 15, if applicable). The wait to
restore timer deactivates earlier if the sent K1 byte no longer indicates wait to restore, i.e. when any request of higher
priority pre-empts this state.

In non-revertive mode of operation, applicable only to 1 + 1 architecture, when the failed working section is no longer in
SD or SF condition, the selection of that channel from protection is maintained by activating a do not revert state or a
walit to restore state rather than a no request state.

Both wait to restore and do not revert requests in the sent K1 byte are normally acknowledged by a reverse request in the
received K1 byte. However, no request is acknowledged by another no request received.

A.l4  K2byte

Bits 1-5 indicate the status of the bridge in the MSP switch (see Figure A.1). Bits 6 to 8 are reserved for future use to
implement drop and insert (nested) switching. Note that codes 111 and 110 will not be assigned for such use, since they
are used for MS-AIS detection and MS-RDI indication. Also note that in some regional implementations, when MS-RDI
is not being generated, bits 6 to 8 are used to indicate the switching mode (i.e. unidirectional, using code 100, and
bidirectional, using code 101).

Bits 1-4 indicate a channel number, as shown in Table A.3. Bit 5 indicates the type of the MSP architecture: set 1
indicates 1 : n architecture and set O indicates 1 + 1 architecture.

o— O
Null 0 o
channel (0) :
P00
i 1 :
l—o/i/o—"
Working > Working
channel 1 O/}—— section 1
P2 Pl
l—m—n :
. N 0 » \Working
Working : : .
H section 2
channel 2 _ : O//Q——
15 P2
Extra 4’_0/ l : ,» Protection
traffic : : section (0)
channel O//Q
() N
i 15 T1526460-97/d128
Bridge Selector

Figure A.1/G.783 — MSP switch — 1 : n architecture
(shown in released position)

A.1l5 K2bytegeneration rules

The sent K2 byte shall indicate in bits 1 to 4, for all architectures and operation modes:
a null channd (0) if the received K1 byte indicates null channel;

b) the number of the channel which is bridged, in @l other cases.
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Table A.3/G.783 — K2 channel number

Channel number Indication
0 Null channel.
1-14 Working channel (1-14).
For 1 + 1, only working channel 1 isapplicable.
15 Extratraffic channel.
Exists only when provisioned in a1l : n architecture.

The sent K2 byte shall indicatein bit 5:
a) 0if 1+ 1architecture;

b) 1if 1: narchitecture.

Bit 5 of the sent and received K2 bytes may be compared; if a mismatch persists for 50 ms, a mismatch is indicated at
reference point MSP_MP.

A.1.6  Control of the bridge

In 1 : narchitecture, the channel number indicated on the received K1 byte controls the bridge. If, at the bridge end, the
protection section isin SF condition, the bridgeiis:

a) frozen (current bridge maintained), if the operation is unidirectional;
b) released, if the operation isbidirectional.

In 1 + 1 architecture, the working channel 1 is permanently bridged to protection.

Al1.7 Control of the selector

In 1 + 1 architecture in unidirectional operation, the selector is controlled by the highest priority loca request. If the
protection section isin SF condition, the selector is released.

In 1 + 1 architecture in bidirectional operation, and in 1 : n architecture, the selector is controlled by comparing the
channel numbers indicated on received K2 and sent K1 bytes. If there is a match, then the indicated channel is selected
from the protection section. If there is a mismatch, the selector is released. Note that a match on 0000 also releases the
selector. If the mismatch persists for 50 ms, amismatch isindicated at reference point MSP_MP. If the protection section
isin SF condition, the selector is released and the mismatch indication is disabled.

A.1.8  Transmission and acceptance of MSP bytes

Byte K1 and bits 1 to 5 of byte K2 shall be transmitted on the protection section. Although they may also be transmitted
identically on working sections, receivers should not assume so, and should have the capability to ignore this information
on the working sections.

M SP bytes shall be accepted as valid only when identical bytes are received in three consecutive frames.

Various conditions detected on the incoming K1 byte will cause an SF condition to be detected on the protection section.
As noted in Table A.1, an SF condition on the protection section is higher priority than any of the requests that would
cause aworking channel to be selected from the protection section. Therefore, if the near end is signalling a request for a
working channel, it will replace that request with an SF request with a channel number of "0000", which in turn will cause
the selector to be released. Conditions that will cause an NE to consider the protection section to be in an SF condition
include:

— In bidirectional operation, an inappropriate code that persists for 50 milliseconds in the received K1 bits 1-4.
Appropriate codes are a higher priority request than the local request, an identical request to the local request, or a
reverse request for any local request except no request. Any other value that persists for 50 milliseconds is
considered an inappropriate code.

— In bidirectional operation, an inappropriate or invalid channel number that persists for 50 milliseconds in the
received K1 bits 5-8.

— An LOS, LOF, excessive errors, or MS-AIS detected on the protection multiplex section.

In addition, it should be noted that the detection of an invalid channel number in K2 bits 1-4 will be detected as a
mismatch of the sent K1 bits 5-8 and the received K2 bits 1-4, and will therefore cause the selector to be released.
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A2 M SP commands

The MSP function receives MSP control parameters and switch requests from the synchronous equipment management
function at the MSP_MP reference point. A switch command issues an appropriate external request at the M SP function.
Only one switch request can be issued at the MSP_MP. A control command sets or modifies M SP parameters or requests
the MSP status.

Any external switch command not acknowledged by the far end within 2.5 seconds should be reported as failed, and the
command and K byte request should be withdrawn.

A.21 Switch commands

A switch command issued at the MSP APS controller interface initiates one external bridge request for evaluation as
described in A.1.1. Switch commands are listed below in the descending order of priority and the functionality of each is
described.

1) Clear — Clears all switch commands listed below.

2) Lockout of protection — Denies all working channels (and the extra traffic channel, if applicable) access to the
protection section by issuing a "lockout of protection" request unless equal protection switch command is in effect.

3) Forced switch # — Switches working channel # to the protection section, unless an equal or higher priority switch
command is in effect or SF condition exists on the protection section, by issuing a forced switch request for that
channel.

NOTE 1 — For 1+ 1 systems, forced switch no working channel transfers the working channel from protection to the working
section, unless an equal or higher priority request is in effect. Since forced switch has higher priority than SF or SD on the
working section, this command will be carried out regardless of the condition of the working section.

NOTE 2 - "Forced switch no working channel" has higher priority than "Forced switch-working channel 1" when both
commands are detected at the same time.

4) Manual switch # — Switches working channel # to the protection section, unless a failure condition exists on other
sections (including the protection section) or an equal or higher priority switch command is in effect, by issuing a
manual switch request for that channel.

NOTE 3 — For 1+ 1 systems, manual switch no working channel transfers the working channel back from protection to the
working section, unless an equal or higher priority request is in effect. Since manual switch has lower priority than@®F or SD
a working section, this command will be carried out only if the working section is not in SF or SD condition.

NOTE 4 — "Manual switch no working channel" has higher priority than "Manual switch-working channel 1" when both
commands are detected at the same time.

5) Exercise # — Issues an exercise request for that channel and checks responses on MSP bytes, unless the protectior
channel is in use. The switch is not actually completed, i.e. the selector is released by an exercise request on either
the sent or the received and acknowledged K1 byte. The exercise functionality may not exist in all MSP functions.

Note that a functionality and a suitable command for freezing the current status of the MSP function is for further study.

A22 Control commands

Control commands set and modify MSP protocol operation. The control commands that are currently defined apply only
to 1 : n (unidirectional or bidirectional) switching.

Clear lockout working channel — Clears the lockout working channel command for the channel (or channels) specified.

Lockout working channel — Prevents the specified working channel (or channels) from switching to the protection
channel.

These commands are not to be confused with the lockout of protection request, which prevents all working channels from
using the protection section. The request to lock out an individual working channel or to clear the lockout of a
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working channel shall be received at reference point MSP_MP. Lockout of working can be activated or cleared for each
working channel independently, and any number of working channels can be locked out at the same time. The locked out
status of aworking channel is not directly reflected in the K bytes.

The operation of lockout of working channel depends on the mode of operation at the MS protection sublayer at which it
is applied. If the operation is bidirectional, then the lockout also operates bidirectionally. If a channel has a lockout of
working channel command applied, then local bridge requests are not issued for the locked-out channel (i.e. loca
conditions and external requests for the channel are not considered in the K1 byte generation process), and remote bridge
requests for the channel are not acknowledged (i.e. remote requests for the channel are not considered in the K1 byte
generation process and the requested bridge is not performed). Note that for bidirectional operation, the lockout of
working channel command must be applied at both ends for proper operation.

If the operation is unidirectional, the lockout also operates unidirectionally. If a channel has alockout of working channel
command applied, then local bridge requests are not issued for the locked-out channel. However, remote bridge requests
for that channel are acknowledged by performing the bridge and signalling that bridge in the K2 byte.

A.3 Switch oper ation

A.3.1 1:nbidirectional switching

Table A.4 illustrates protection switching action between two multiplexer sites, denoted by A and C, of a 1: n bidirec-
tional protection switching system, shown in Figure 2-6/G.782.

When the protection section is not in use, null channel is indicated on both sent K1 and K2 bytes. Any working channel
may be bridged to the protection section at the head end. The tail end must not assume or require any specific channel. In
the example in Table A.4, working channel (Wch) 3isbridged at site C, and Wch 4 is bridged at site A.

When afail condition is detected or a switch command is received at the tail end of a multiplex section, the protection
logic compares the priority of this new condition with the request priority of the channel (if any) on the protection. The
comparison includes the priority of any bridge order; i.e. of arequest on received K1 byte. If the new request is of higher
priority, then the K1 byte is loaded with the request and the number of the channel requesting use of the protection
section. In the example, SD is detected at C on working section 2, and this condition is sent on byte K1 as a bridge order
aA.

At the head end, when this new K1 byte has been verified (after being received identically for three successive frames)
and evaluated (by the priority logic), byte K1 is set with a reverse request as a confirmation of the channel to use the
protection and order a bridge at the tail end for that channel. This initiates a bidirectional switch. Note that a reverse
request is returned for exerciser and all other requests of higher priority. This clearly identifies which end originated the
switch request. If the head end had also originated an identical request (not yet confirmed by a reverse regquest) for the
same channel, then both ends would continue transmitting the identical K1 byte and perform the requested switch action.

Also, at the head end, the indicated channel is bridged to protection. When the channel is bridged, byte K2 is set to
indicate the number of the channel on protection.

At the tail end, when the channel number on received byte K2 matches the number of the channel requesting the switch,
that channel is selected from protection. This completes the switch to protection for one direction. The tail end aso
performs the bridge as ordered by byte K1 and indicates the bridged channel on byte K2.
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Table A.4/G.783 — 1 : n bidirectional protection switching example

order

hal

ch 1.

order
1

hal

Failure APS bytes
condition or Action
controller state C-A A-C
ByteK1 | ByteK2 | ByteK1 | ByteK2 AtC AtA
No failures 00000000 | 00001000 | 00000000 | 00001000 | Wch 3 is bridged onto Wch 4 isbridged onto
(protection section protection to provide avalid | protection to provide avalid
not in use). signal. Selector isreleased. signal. Selector is released.
Working section 2 10100010 | 00001000 | 00000000 | 00001000 | Failure detected. Order Wch 2
degraded in direction bridge — SD.
A - C.
10100010 00001000 00100010 00101000 Bridge Wch 2. Reverse
Wch 2 bridge.
10100010 00101000 00100010 00101000 Switch Wch 2. Bridge Wgh 2.
10100010 00101000 00100010 00101000 Switch Wch 2. Bidirectio
switch completed.
Working section 1 { 10100010 00101000 110000p1 00101000 Failure detected. Order
failed in direction Wch 1 bridge — SF. Release
C- A Wch 2 switch.
(This pre-empts the | 00100001 00011000 11000001 00101000 Bridge Wch 1. Reverse order
Wch 2 switch.) Woch 1 bridge. Release Wch|2
switch.
00100001 00011000 11000001 00011000 Switch Wch 1. Bridge W
00100001 00011000 110000Pp1 00011000 Switch Wch 1. Bidirectiopal
switch completed.
Working section 1. 00100041 00011000 01100p01 00011000 Wait to restore
Repaired (Working |10100010 00011000 011000p1 00011000 Order Wch 2 bridge. Release
section 2 still Woch 1 switch.
degraded).
10100010 00011000 00100010 00101000 Bridge Wch 2. Reverse
Wch 2 bridge. Release Wch
switch.
10100010 00101000 00100010 00101000 Bridge Wch 2. Switch Wgh 2.
10100010 00101000 00100010 00101000 Switch Wch 2. Bidirectio
switch completed.
Working section 2 {01100010 00101000 00100010 00101000 Wait to restore Wch 2.
repaired.
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Table A.4/G.783 — 1 : n bidirectional protection switching exampléconcluded)

Failure APS bytes
condition or CLA ALC Action
controller state
ByteK1 | ByteK2 | ByteK1 | ByteK2 AtC At A
Wait to restore 00000000 | 00101000 | 00100010 | 00101000 | Drop Wch 2 bridge order.
expired Release Wch 2 switch.
(no failures).
00000000 | 00101000 | 00000000 | 00001000 Drop Wch 2 bridge Drop.
Drop Wch 2 bridge order.
Release Wch 2 switch.
00000000 | 00001000 | 00000000 | 00001000 | Drop Wch 2 bridge (Wch 4 isbridged).
(Wch 3 is bridged).

The head end completes the bidirectional switch by selecting the channel from protection when it receives a matching K2
byte.

If the switch is not completed because the requested/bridged channels did not match within 50 ms, the selectors would
remain released and the failure of the protocol would be indicated. This may occur when one end is provisioned as
unidirectional and the other as bidirectional. A mismatch may also occur when a locked-out channel at one end is not
locked out at the other. Note that a mismatch may also occur when a 1 + 1 architecture connectsto a 1 : 1 architecture
(which isnot in a provisioned for 1 + 1 state), due to a mismatch of bit 5 on K2 bytes. This may be used to provision
the 1: 1 architecture to operateas 1 + 1.

The example further illustrates a priority switch, when an SF condition on working section 1 pre-empts the Wch 2 switch.
Note that selectors are temporarily released before selecting Wch 1, due to temporary channel number mismatch on sent
K1 and received K2 bytes. Further in the example, switching back Wch 2 after failed section 1 isrepaired isillustrated.

When the switch is no longer required, e.g. the failed working section has recovered from failure and wait to restore has
expired, the tail end indicates no request for null channel on byte K1 (00000000). This releases the selector due to
channel number mismatch.

The head end then rel eases the bridge and replies with the same indication on byte K1 and null channel indication on byte
K2. The selector at the head end is a so released due to mismatch.

Receiving null channel on K1 byte causes the tail end to release the bridge. Since the K2 bytes now indicate null channel
which matches the null channel on the K1 bytes, the selectors remain released without any mismatch indicated, and
restoration is completed.

A.3.2 1 : n unidirectional switching

All actions are as described in A.3.1 except that the unidirectional switch is completed when the tail end selects from
protection the channel for which it issued a request. This difference in operation is obtained by not considering remote
reguests in the priority logic and therefore not issuing reverse regquests.

A.3.3 1+ 1 unidirectional switching

For 1 + 1 unidirectional switching, the channel selection is based on the local conditions and requests. Therefore each end
operates independently of the other end, and bytes K1 and K2 are not needed to coordinate switch action. However, byte
K1lisstill used to inform the other end of the local action, and bit 5 of byte K2 is set to zero.
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A34

1+ 1 bidirectional switching

The operation of 1 + 1 bidirectional switching can be optimized for a network in which 1 : n protection switching is
widely used and which is therefore based on compatibility with a1 : n arrangement; alternatively it can be optimized for a
network in which predominantly 1 + 1 bidirectional switching is used. This leads to two possible switching operations
described below and in Annex B.

A.3.4.1 1+ 1bidirectional switching compatiblewith 1: n bidirectional switching

Bytes K1 and K2 are exchanged as described in A.3.1 to complete a switch. Since the bridge is permanent, i.e. working

channel number 1 is always bridged, Wch 1 is indicated on byte K2, unless received K1 indicates null channel (0).
Switching is completed when both ends select the channel, and may take less time because K2 indication does not depend

on abridging action.

For revertive switching, the restoration takes place as described in A.3.1. For non-revertive switching, Table A.5

illustrates the operation of a1 + 1 bidirectional protection switching system, shown in Figure 2-5/G.782.

For non-revertive operation, assuming the working channel is on protection, when the working section is repaired, or a

switch command is released, the tail end maintains the selection and indicates do not revert for Wch 1. The head end also

maintains the selection and continues indicating reverse request. The do not revert is removed when pre-empted by a
failure condition or an external request.

Table A.5/G.783 — Example of 1 bidirectional switching
compatible with 1 : n bidirectional switching

hal

Failure APS bytes
condition or CLA ALC Action
controller state
ByteK1 | ByteK2 | ByteK1 | ByteK2 AtC AtA
No failures (assume | 00000000 | 00000000 | 00000000 | 00000000 | Selector is released. Selector isreleased.
protection section not
in use).
Working section 1 11010001 | 00000000 | 00000000 | 00000000 | Failure detected. Order
failed in direction Woch 1 bridge — SF.
A-C
11010001 00000000 001000p1 00010000 Indicate Wch 1 bridged.
Reverse order Wch 1 bridge
11010001 00010000 001000p1 00010000 Indicate Wch 1 bridged.
Switch Wch 1.
11010001 00010000 001000p1 00010000 Switch Wch 1. Bidirectio
switch completed.
Working section 1 | 00010001] 00010000 00100001 00010000 Send do not revert.
repaired. Maintain
switch (non-
revertive).
Protection section |10110000 00010000 001000p1 00010000 Failure detected. Order null ch
degraded in directio bridge — SD. Release Wch 1|
A - C. switch.
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Table A.5/G.783 — Example of % 1 bidirectional switching
compatible with 1 : n bidirectional switching (concluded)

Failure APSbytes
condition or Action
controller state C-A A-C
ByteK1 | ByteK2 | ByteK1 | ByteK2 AtC AtA
Protection section 10110000 | 00010000 | 00100000 | 00000000 Reverse order null ch bridge.
degraded in direction Drop Wch 1 bridge. Release
A - C. Wch 1 switch.

(cont.)

10110000 | 00000000 | 00100000 | 00000000 | Drop Wch 1 bridge.

Protection section 00000000 | 00000000 | 00100000 | 00000000 | Send no request.
repaired.

Annex B

Multiplex section protection (M SP) 1 + 1 optimized protocol,
commands and oper ation

B.1 1+ 1 bidirectional switching optimized for a network using predominantly 1 + 1 bidirectional
switching

This algorithm uses working sections 1 and 2 in order to realize high speed 1 + 1 non-revertive protection switching. In
other words, revertive action is prevented by switching between working sections.

Bytes K1 and K2 (b1-b5) are exchanged to complete a switch. Since the bridge is permanent (see Figure B.1), the traffic
is aways bridged to the working section 1 and working section 2. Byte K2 indicates the number of the section which
carries traffic when no switch is active. This will be referred to as the primary section. The other working section,
referred to as the secondary section, provides protection for the primary section. Exchange of K1/K2 to control this
protection occurs over the secondary section. The section number on byte K2 will be changed after a switch has cleared.
Clearing of a switch is completed when both the receive end switches select the other working section as primary and
receive no request.

In 1+ 1 bidirectional optimized switching, both section 1 and 2 are equal to working sections. K1/K2 bytes are received
on the secondary section. K1/K2 bytes need not always be received on the primary section, but in general, K1/K2 must be
sent on both sections to provide for successful clearing operations and to alow recovery of the primary channel mismatch
condition (see B.1.5).

In 1+ 1 bidirectional operation optimized for a network using predominately 1 + 1 bidirectional switching, the selector is
on the primary section in the absence of a switch request. All switch requests are for a switch from the primary section to
the secondary section. Once a switch request clears normally, traffic is maintained on the section to which it was switched
by making that section the primary section.

B.1.1 Lockout

In 1 + 1 bidirectional optimized switching, lockout is considered as a local request which is not signalled across the
K bytes. The effect of lockout is to freeze the selector position and transmitted K bytes until the lockout request is
cleared. When a lockout request is cleared, the selector and transmitted K bytes will be set by applying any changed
section conditions and incoming K bytes to the previous state.
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Working section 1

channel 1 1 (primary)
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Permanent : section 2
bridge . secondar
9 Selector ( Y)

T1526470-97/d129

Figure B.1/G.783 — MSP switch — 1 + 1 bidirectional switching optimized
(shown in released position with working section 1 as primary)

B.1.2 Secondary section failure

The secondary section is considered failed whenever it isan SF or SD condition. As an option, the secondary section may
also be considered failed whenever MS-RDI is being received for the secondary section.

No switch request will be issued or acknowledged when the secondary section has failed. When the secondary section has
failed, the near end will aways indicate no request on the K1 byte and the selector will choose service from the primary
section. In addition, if the secondary section fails while a switch request is active and not locked, the switch request will
be abandoned. That is, the selector will be returned to the primary section and no request will be sent on the K1 byte.

B.1.3 K1/K2 byte coding
The K1 byte indicates a request for switch action.

Bits 1-4 indicate the type of request, aslisted in Table B.1. A request can be:

1) A condition (SF or SD) associated with the primary condition. Conditions are not indicated for the secondary
section.

2) A state (wait to restore, no request, reverse request) of the MSP function. Wait to restore and reverse request always
indicate the primary section. No request always indicates the null section.

3) Anexterna request (forced switch) to switch from the primary to the secondary line.

Table B.1/G.783 — Types of request

Bits .

1234 Condition, state or external request Order

1111 Unused (Note 1) -

1110 Forced switch Highest

1101 Unused (Note 1) |

1100 Signal fail |

1011 Unused (Note 1) |

1010 Signal degrade |

1001 Unused (Note 1) |

1000 Unused (Note 1) |

0111 Unused (Note 1) |

0110 Wait to restore [

0101 Unused (Note 1) |

0100 Unused (Note 1) |

0011 Unused (Note 1) |

0010 Reverse request |

0001 Unused (Note 1) |

0000 No request Lowest
NOTE 1 — When receiving annused code, the equipment shall behave as though it isesgiving the mos
recently received used code.
NOTE 2 — In the case of Signal Degrade (SD) on both working sections, no protection switching should take
place. Depending on the order in time of the individual SD, the selectors may be switched to section 1 gr section
2. In any case, no switching should take place.
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Bits 5-8 indicate the number of the section to be protected by the switch. This will be the null section for no request, and
the primary section for all other requests.

Table B.2/G.783 — K1 channel number

Channel number Requesting switch action
0 No working section (no request only).
1 Working section 1.
Indicates a request to switch away from section number 1.
2 Working section 2.
Indicates a request to switch away from section number 2.

B.1.4 K2 byte coding

For 1 + 1 bidirectional switching optimized for a network using predominantly 1 + 1 bidirectional switching, the sent
K2 byte shall indicate the selector position in bits 1-4:

a) Channel number 1 (0001) if section 1 isworking.
b) Channel number 2 (0010) if section 2 isworking.

Table B.3/G.783 — K2 channel number

Channél number Indication

Section 1isprimary.
2 Section 2 is primary.

B.1.5  Primary section mismatch

In the event that the near end and far end disagree about which section is primary (i.e. one end is indicating section 1 in
byte K2 and the other is indicating section 2), the side that believed section 2 was primary shall change so that section 1
isprimary and set its state according to local line conditions and the incoming K bytes.

B.2 Switch commands

Forced switch

Transfers service to the secondary section, unless a local lockout is in effect, an equal or higher priority request isin
effect, or the secondary section has failed. Since forced switch has higher priority than SF or SD, forced switch will be
indicated as the reason for the switch to the secondary section even if the primary section isin an SF or SD condition.

Forced switch clear

If no lockout isin effect and a forced switch is active, the switch will be cleared by changing the primary line indication
to the currently active line and changing the request to no request. If no forced switch is active, the forced switch clear
command isinvalid.

B.3 Switch oper ation

Table B.4 illustrates the operation of a 1 + 1 bidirectional protection switching system for signal failure on the primary
section when section 1 is primary. Table B.5 illustrates the operation of a 1+ 1 bidirectional optimized protection
switching system for aforced switch from the primary to the secondary section when section 2 is primary. Note that for a
forced switch command, the wait to restore state is not necessary for clearing.
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Table B.4/G.783 — Example of 1+ 1 bidirectional switching optimized for a network using
predominantly 1 + 1 bidirectional switching — SF on working section 1

Failure APS bytes
condition or CLA ALC Action
controller state
ByteK1 | ByteK2 | ByteK1 | ByteK2 AtC At A
No fault condition 00000000 | 00010000 | 00000000 | 00010000
traffic on channel 1.
Signal fail on 11000001 | 00010000 | 00000000 | 00010000 | Detect local request.
section 1 at side C. Update K1.
11000001 | 00010000 | 00200001 | 00010000 Detect remote request.
Switch to channel 2.
Issue reverse request.
11000001 | 00010000 | 00100001 | 00010000 | Detect reverse request.
Switch to channel 2.
Signal fail on 01100001 | 00010000 | 00100001 | 00010000 | Issue wait to restore request.
section lat sideC
cleared and
persistence check.
Wait to restore 00000000 | 00100000 | 00200001 | 00010000 | Send no request.
expires. Update K1, K2.
No fault condition. 00000000 | 00100000 | 00000000 | 00100000 Send no request.
Trafficon Update K1, K2.
section 2.
Table B.5/G.783 — Example of * 1 bidirectional switching optimized for a network using
predominantly 1 + 1 bidirectional switching — Forced switch from working section 2
Failure APS bytes
condition or Action
controller state C-A A-C
ByteK1 | ByteK2 | ByteK1 | ByteK2 AtC AtA
No fault condition 00000000 | 00100000 | 00000000 | 00100000
traffic on channel 2.
Forced switch from | 11100010 | 00100000 | 00000000 | 00100000 | Detect local request.
Section 2 at side C. Update K1.
11100010 | 00100000 | 00100010 | 00100000 Detect remote request.
Switch to channel 2.
I ssue reverse request.
11100010 | 00100000 | 00100010 | 00100000 | Detect reverse request.
Switch to channel 2.
Clear forced switch at | 00000000 | 00010000 | 00100010 | 00100000 | Send no request.
sideC Update K1, K2.
No switch active. 00000000 | 00010000 | 00000000 | 00010000 Send no request.
Traffic on section 1. Update K1, K2.
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Annex C

Algorithm for pointer detection

C1l Pointer interpretation

The pointer processing algorithm can be modelled by a finite state machine. Within the pointer interpretation agorithm
three states are defined (as shown in Figure C.1):

— NORM_state;
— AIS_state;

— LOP_state.

The transitions between the states will be consecutive events (indications), e.g. three consecutive AlS indications to go
from NORM_state to the AIS_state. The kind and number of consecutive indications activating a transition is chosen
such that the behaviour is stable and insensitive to bit errors.

The only transition on a single event is the one from the AIS_state to the NORMAL _state after receiving an NDF enabled
with a valid pointer value.

It should be noted that, since the algorithm only contains transitions based on consecutive indications, this implies that
non-consecutively received invalid indications do not activate the transitions to the LOP_state.

The following events (indications) are defined:

— Norm_point: Normal NDF AND match of ss bits AND offset value in range.

— NDF_enable: NDF enabled AND match of ss bits AND offset value in range.

— AIS_ind: 11111111 11111111,

— Incr_ind: Normal NDF AND match of ss bits AND majority of | bits inverted AND no majority of

D bits inverted AND previous NDF_enable, incr_ind or decr_ind more than 3 times ago.

— Decr_ind: Normal NDF AND match of ss bits AND majority of D bits inverted AND no majority of
| bits inverted AND previous NDF_enable, incr_ind or decr_ind more than 3 times ago.

— Inv_point: Any other OR norm_point with offset value not equal to active offset.

NOTE 1 — Active offset is defined as the accepted current phase of the VC in the NORM_state and is undefined in the other states.
NOTE 2 — NDF enabled is equal to 1001, 0001, 1101, 1011, 1000.

NOTE 3 — Normal NDF is equal to 0110, 1110, 0010, 0100, 0111.

The transitions indicated in the state diagram are defined as follows:

— Inc_ind/dec_ind: Offset adjustment (increment or decrement indication).

— 3xnorm_point: Three consecutive equal norm_point indications.
— NDF_enable: Single NDF_enable indication.

-  3xAIS_ind: Three consecutive AlS indications.

— Nxinv_point: N consecutive inv_point 8N < 10).

— NxNDF_enable: N consecutive NDF_enable<(R < 10).
NOTE 4 — The transitions from NORM to NORM do not represent changes of state but imply offset changes.
NOTE 5 — 3x norm_point takes precedence ovex kv_point.

NOTE 6 — In some applications interworking with North American countries may require that the ss bits in nhgoiter be
ignored.
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dec_ind

N x inv_point 3 x AIS_ind

N x NDF_enable NDF_enable

3 x norm_point 3 x norm_point

N x inv point T1526480-97/d130

Figure C.1/G.783 — Pointer interpretation state diagram

Cc.2 Concatenated payloads

In case of contiguous concatenations, the algorithm to verify the presence of a concatenation indicator instead of a normal
pointer can be described conveniently in the same way as for a normal pointer. This is shown by the state diagram of
Figure C.2. Again, three states have been described:

— CONC_state;
— LOPC_state;

— AISC_state.

The following events (indications) are defined:

— Conc_ind: NDF enableddd 1111111111.
— AIS_ind: 112111111 112111121,
— Inv_point: Any other.

NOTE - dd bits are unspecified in Recommendation G.707 and therefore do not concern the algorithm.
The transitions indicated in the state diagram are defined as follows:

—  3xAIS ind: Three consecutive AlS indications.

— Nxinv_point: N consecutive inv_point €8N < 10).

— 3xconc_ind:  Three consecutive conc_ind.

A defect in one or more of the AUs and TUs of a concatenated payload results in the detection of a defect in the
concatenated payload. Two types of defects can be reported:

— Loss of pointer;

— Path AIS.
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A loss of pointer defect is defined as a transition of the pointer interpreter from the NORM _state to the LOP_state or the
AlS state, or a transition from the CONC_state to the LOPC_state or AISC_state in any concatenated AU/TU. In case
both the pointer interpreter is in the AlS_state and the concatenation indicators of al concatenated AU/TUs are in the
AISC_state, an AU/TU-AIS defect will be reported.

3 x AIS_ind

N x inv_point

3 x conc_ind

3 x conc_ind

T1526490-97/d131

N x inv_point

Figure C.2/G.783 — Concatenation indicator state diagram

C3 Pointer processing flow chart

The mechanism of pointer processing isillustrated as aflow chart in Figure C.3.
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Receive AU Pointer

@ Yes
@ AU Pointer Yes
Invalid Value?
(Note 1)
. : Yes
Pointer NDF: Enable?
Interpreter
The Same Yes
10-Bit Pointer
Value?
C PTR (0) C PTR * (0) C PTR (0) C PTR * (0)
= C PTR (-1) =CPTR*(-1)+1 =R PTR (0) =R PTR * (0)
{ [ | |
( Elastic Store:
Re-Numbering
AU Pointer
According to
Equipment Frame
@ . Yes
Change Pointer
Value?
Pointer
Interpreter
NDF (T PTR [0]) = 0110 NDF (T PTR [0]) = 0110 NDF (T PTR [0]) = 1001
SS (T PTR [0]) SS (TPTR [0]) SS (TPTR [0]) T Pfal(%nzé:a (0
=SS (ES PTR [0]) =SS (ES PTR [0]) =SS (ES PTR [0]) AIS_
T PTR* (0) = I/D (ES PTR) TPTR* (0) =ES PTR*(0) ||T PTR*(0) = ES PTR*(0) (AIS)
T I T I
T1526500-97/d132
\ Transmit AU Pointer
CPTR[] AU Pointer Value Inside Equipment Data Payload Data
RPTR[] AU Pointer Value Received NDF (T PTR[ ]) NDF in AU Pointer
TPTR[] AU Pointer Value Transmitted SS(TPTR[]) ssBits in AU Pointer Value Transmitted
ESPTR[ ] Output AU Pointer Value of an elastic SS(ESPTR[ ]) ssBits in AU Pointer Value of an elastic store
store * 10-Bit Pointer
/D () Invert | or D Bit of AU Pointer n The n-th Frame Preceding the Present One

NOTE 1 - Concatenation Indication (Cl) should be interpreted at this point. From the rules in Recommendation G.707, the first
AU-4 of an AU-4-Xc shall be interpreted according to the flow chart; the pointers of the other AU-4s contain CI bits, and
thepointer processor shall perform the same operation as performed on the first AU-4.

NOTE 2 — AU Pointer: NDF, SS, 10-bit pointer.

Figure C.3/G.783 — Pointer processing flow chart
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Annex D

PDH physical section layers

The contents of this Annex are functional PDH specification that would not normally be part of an SDH functional
specification. However, since the material does not exist elsewhere, it will be kept here in an annex until such PDH
specifications exist.

D.1 PDH physical section layer (EQ)

The PDH physical section layers are the 139 264, 44 736, 34 368, 6312, 2048 and 1554 kbit/s section layers.

Pgs_CP Plgx_CP Pgx_CP Pgs_CP
Eq/Pgs \_Ea/Pax Eq/Pgx Eq/Pgs
Eq_AP Eq_AP

W ¥

+ * T1526510-97/d133

Eq CP Eq CP

Figure D.1/G.783 — Low order SDH path layer atomic functions

PDH physical section Eq layer characteristic information

The characteristic information Pq_Cl has co-directional timing and is a digital, electrical signal of defined amplitude, bit
rate, impedance and pul se shape specified by Recommendation G.703.

PDH physical section Eq layer adaptation information

The information passing across the Eq/Pgx AP is a 139 264, 44 736, 34 368, 6312, 2048 or 1554 khit/s signal with
co-directional bit timing.

The information passing across the Eg/Pgs AP isa 2048 or 1544 kbit/s signal with co-directional bit timing with a frame
structure specified by Recommendation G.704.

Layer functions

Eq C PDH physical section connection function.
EqTT PDH physical section termination function.
Eg/Pg_ A PDH physical section adaptation functions.

Relationship to previous versions of Recommendation G.783

The 1994 version of Recommendation G.783 refers to the PPl basic functions. Table D.1 shows the relationship between
the basic functions and the atomic functions in the lower order path layers.
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Table D.1/G.783 — PDH physical section layer basic and atomic functions

Basic function Atomic function

PPI P TT_So
Pq TT_ Sk
Eqg/Pgs A_So
Eqg/Pgs A_Sk

D.1.1  Connection (N/A)
For further study.

D.1.2 Termination

The PDH physical section termination function provides the interface between the equipment and the physical medium
carrying asignal which may have any of the physical characteristics of those described in Recommendation G.703.

The PDH physical section termination function comprises the atomic functions PDH physical section trail termination
source [Eq_TT_So, q = (11, 12, 21, 31, 32 or 4)] and sink [Eq TT_Sk, q = (11, 12, 21, 31, 32 or 4)] asillustrated in
FigureD.2 and TablesD.2 and D.3.

Eq_AP Eq_AP

Eq_TT_Sk MP 44—

Eq_CP Eq_CP

T1526520-97/d134

Figure D.2/G.783 — PDH physical section termination function

D.1.2.1 Sourcedirection

I nterfaces
Table D.2/G.783 — PDH physical section termination source input and output signals
Input(s) Output(s)
Eq Al_Data Eq CI_Data
Processes

The functions performed by the EqQ TT_So are encoding and adaptation to the physica medium as defined in
Recommendation G.703. Eq_TT_So takes data at the Eq_AP to form the electrical signal at EqQ CP. The EqQ TT_So
passes the data and timing information transparently.

Defects

None.
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Consequent actions

None.

Defect correlation
None.
Performance monitoring

None.

D.1.2.2 Sink direction

I nterfaces
Table D.3/G.783 — PDH physical section termination sink input and output signals
Input(s) Output(s)
Eq CI_Data Eq Al_Data
Eq Al_TSF
Eq TT_Sk_MI_TPmode Eq TT_Sk_MI_cLOS
Processes

The Eq_TT_Sk function recovers the electrical signals specified in Recommendation G.703.
The operation of Port mode is described in section 2.2.1.

Defects

The function shall detect for dLOS defects according to the specification in 2.2.
Consequent actions

The function shall perform the following consequent actions:

arsF ~ dLos

Defect correlation

The function shall perform the following defect correlation to determine the most probable fault cause. This fault cause
shall be reported to the SEMF.

cLOS ~ dLOSand MON

Performance monitoring

None.

D.1.3  Adaptation functions Ey/Pgx_A and Eq/Pgs_A

The PDH physical section adaptation function comprises the atomic functions PDH physical section adaptation source

[Eg/Pgx_A_So, q=(11, 12, 21, 31, 32 or 4) or Eq/Pgs A_So, q = (11 or 12)] and sink [Eg/Pgx_A_Sk or Eq/Pgs A_SkK,
g=(11or 12)] asillustrated in Figure D.3 and Tables D.4, D.5 and D.6.
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Pgx_CP Pgx_CP

T i TO_TP
Eq/Pgx_A_Sk_MP 4—;\ Eq/Pax Ea/Pax Eq/Pgx_A_So_MP

T L T1526530-97/d135

Ea_AP Eq_AP

NOTE - In case of byte synchronous mappingsg, $hould be read agi®.

Figure D.3/G.783 — PDH physical section adaptation function

D.1.3.1 Sourcedirection

I nterfaces
Table D.4/G.783 — PDH physical section adaptation source input and output signals
Input(s) Output(s)
Pgx_CI_Data Eq Al_Data
Pagx_CI_Clock
Eg/Pgx_A_So_MI_Active

NOTE - In case of byte synchronous mappingg, $hould be read agjp.

Processes

The Eg/Pgx_A_So function takes data and timing at the Pgx_CP or Pgs CP and adds line code to form the transmit
signa at the Eq_AP.

Defects

None.

Consequent actions

None.

Defect correlation

None.

Performance monitoring

None.

D.1.3.2 Sink direction Ey/Pgx_A_Sk

Interfaces
Table D.5/G.783 — PDH physical section adaptation sink input and output signals
Input(s) Output(s)
Eq_Al_Data Rix_CI_Data
Sm _Al_TSF Ryx_Cl_Clock
Sm/Pox_A_Sk_MI_Active Rix_Cl_SSF
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Processes

The Eg/Pgx_A_Sk function extracts timing from the received signal at the Eq AP and regenerates the data. After
decoding, it passes the data and timing information to the Pgx_CP. The timing may also be provided at reference point
TP_T2 for possible use as areference in the SETS.

Defects

None.

Consequent actions

The function shall perform the following consequent actions:
aAlS —~ Al_SSF

aSSF — AITSF

In the event of aAlS, an al-ONEs (AlS) data signal shall be applied at the Pgx_CP accompanied by a suitable reference
timing signal within 250 ps. Upon termination of aAlS, the all-ONEs signal shall be terminated within 250 ps.

NOTE - In the case of 45 Mbit/s interface, the AIS is defined in Recommendation M.20.
Defect correlation

None.

Performance monitoring

None.

D.1.3.3 Sink direction Eg/Pgs A_Sk

I nterfaces
Table D.6/G.783 — PDH physical section adaptation sink input and output signals
Input(s) Output(s)
Eq Al_Data Pgs_Cl_Data
Eq Al_TSF Pgs_CI_Clock

Ea/Pgs A_Sk_MI_AIS_Reported
Ea/Pgs_A_Sk_MI_Active
Eq/Pgs_A_Sk_MI_CRC4mode

Pgs_Cl_FrameStart
Pgs_Cl_MultiFrameStart
Pgs_CI_SSF

Ea/Pgs A_Sk_MI_cLOF
Ea/Pgs A_Sk_MI_cAIS
Ea/Pgs_A_Sk_MI_NCI

Processes

The Eqg/Pgs A_Sk function extracts timing from the received signal at the Eq AP and regenerates the data. After
decoding, it recovers the FrameStart and MultiFrameStart and passes the data, timing and frame start information to the
Pgs CP. Thetiming may also be provided at reference point TP_T2 for possible use as areferencein the SETS.

Defects
The function shall detect for dLOF and dA IS defects according to the specification in 2.2.

Consequent actions
The function shall perform the following consequent actions:
8AIS ~ AI_TSFordAlSordLOF

aSSF ~ AI_TSFordAlSordLOF
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In the event of aAlS, an al-ONEs (AlS) data signal shall be applied at the Pgs_CP accompanied by a suitable reference
timing signal within 250 ps. Upon termination of aAlS, the all-ONEs signal shall be terminated within 250 us.

Defect correlation
CAIS ~ dAlSand (not Al_TSF) and AIS_Reported
cLOF ~ dLOFand (not dAIS) and (not Al_TSF)

Performance monitoring

None.

Appendix |

Example of F1 byte usage

Recommendation G.784 describes usage of DCCs for maintenance of the SDH network including regenerators. To
introduce cost-effective regenerators, this Appendix shows an example of F1 byte usage to identify a failed section in a
chain of regenerator sections. When a regenerator detects a failure in its section, it inserts its regenerator number and the
status of itsfailureinto the F1 byte. Figure .1 illustrates the procedure.

Terminal Terminal
ID=1 ID =2 ID =3
Reg. 1 Reg. 2 Reg. 3
‘ < < ‘
(Note 1) (Note 2) (Note 3) (Note 4)
T1526540-97/d136

NOTE 1 — Theerminal receives the regenerator’s alarms and reports them.
NOTE 2 — If the regenerator status is normal, it should transfer received F1 byte to the downstream without any change.

NOTE 3 — If Reg. 2 detects LOS, LOF, SD(B1) or ERR MON on the upstream side, then it sends the regenerator number and status
information to the downstream side using the F1 byte. These alarms are defined as follows:

— LOForLOS Loss of frame or loss of signal.

- SD(B1) Signal degrade calculated by B1 byte.

— ERR MON Error detection by monitoring B1 byte.

If the procedures SD(B1) and ERR MON are used, it is necessary that the RST function regarding B1 calculation be enhanced.

NOTE 4 — Normal is inserted into F1 byte by the terminal.

Figure 1.1/G.783 — Chain of regenerator sections
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‘bl‘bz‘b3‘b4‘b5‘b6‘b7‘b8‘

‘ Status | Regenerator identifier

00 Normal
01 SD(B1)
10 LOSorLOF

11 ERR MON
T1526550-97/d137

Figure 1.2/G.783 — Definition of F1 byte

Appendix Il

CM configuration examples

The connection function as defined in 6.1.1 is highly flexible. To illustrate this, examples of a number of basic classes of
the connection function are given below.

i)  Connection matrix example for 1-port — The set of input and output ports is not divided into subsets, as shown in
Figure 11.1. This CM allows interconnectivity as given in Table I1.1.

Vv, V)

T1526560-97/d138

Figure 11.1/G.783 — Connection matrix example for 1-port & C

Table 11.1/G.783 — Connection matrix example for 1-port

Vi

Vi X

X Indicates V;-V; connection possible for any i and j.

ii) Connection matrix example for 2-port type | — The set of input and output ports is divided into two subsets, each
containing both input and output ports — Line (L) and Trib (T) as shown in Figure 11.2. This CM allows inter-
connectivity as given in Table I1.2.
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T

Vi V)

Tributary I T l

Figure 11.2/G.783 — Connection matrix example for 2-port & C

T1526570-97/d139

Table 11.2/G.783 — Connection matrix example for 2-port type |

Vi

Y L

T X
Indicates V-V connection possible for any i and j.

Indicates V-V, connections possible only in the case that i = (e.g. loopback, no reconfiguration).

iii) Connection matrix example for 3-port type | — The set of input and output ports is divided into three subsets, each

containing both input and output ports — West (W), East (E), Drop (D) as shown in Figure 11.3. This CM allows
interconnectivity between any ports in the subsets, as given in Table I1.3.

West East
w Vi V) E
] —

I l T1526580-97/d140
Drop D

Figure 11.3/G.783 — Connection matrix example for 3-port & C
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Table 11.3/G.783 — Connection matrix example for 3-port type |

Vi
W E D
W i= X X
Vj E X i = X
D X X i =]
X Indicates V-V connection possible for any i and j.
i =j IndicatesV;-V; connections possible only in the case that i = j (e.g. loopback, no reconfiguration).

iv) Connection matrix example for 3-port type Il — The set of input and output ports is divided into three subsets, each
containing both input and output ports — West (W), East (E), Drop (D) as shown in Figure 11.3. This CM allows
interconnectivity between the D and W/E ports as shown in Table I1.4.

Table 11.4/G.783 — Connection matrix example for 3-port type Il

Vi
W E D
w i=j i=j X
Vi E i=j i=j X
D X X =
X Indicates V-V, connection possible for any i and j.
i =] IndicatesV;-V; connections possible only in the case that i =j (e.g. loopback, no reconfiguration).

v) Connection matrix example for 4-port type | — The set of input and output ports is divided into four subsets, each
containing both input and output ports — West (W), East (E), Drop East (DE), and Drop West (DW) as shown in
Figure I1.4. This CM allows interconnectivity between any ports in the subsets, as given in Table 11.5.

West East
—> ‘—
w Vi V) E
-] —
J T l T T1526590-97/d141
Drop west bw DE Drop east

Figure 11.4/G.783 — Connection matrix example for 4-port & C
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Table 11.5/G.783 — Connection matrix example for 4-port type |

Vi
W E DwW DE
=] X X -
Vj E X i=j - X
DW X - iz -
DE - X - i=j
X Indicates \{-V; connection possible for any i and j.
i =] Indicates \{-V; connections possible only in the case thaj {i.e. loopback, no reconfiguration).
- Indicates no connection possible.

vi) Connection matrix example for 4-port type Il — The set of input and output ports is divided into four subsets, each

containing both input and output ports — West (W), East (E), Drop East (DE), and Drop West (DW) as shown in
Figure 11.4. This CM allows interconnectivity as given in Table II.6.

Table 11.6/G.783 — Connection matrix example for 4-port type Il

Vi
W E DW DE
— 1 = ] X —
Vj E i= - - X
DW X - - -
DE - X - -
X Indicates \{-V; connection possible for any i and j.
i =] Indicates \{-V; connections possible only in the case thaj {i.e. loopback, no reconfiguration).
- Indicates no connection possible.

vii) Connection matrix example for degenerate — The & _C is a null function; i.e. a fixed connection pattern exists
between input and output ports (see Figure 11.5).

Sn_cP Sn_CP

A 4

vy

A4

»
>

T1526600-97/d142

Figure 11.5/G.783 — Connection matrix example for degeneraters C
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Appendix 111

Example of remote indication operation

In order to support single ended operation, the defect status and the number of detected error detection code violations of
the characteristic information monitored at the trail termination sink shall be conveyed back to the far-end trail
termination source (via RDI and REI signals). Hence, in the case where the terminations lie in the domains of different
operators, the Operations Systems (OSs) in both networks will have access to performance information from both trail
ends, without the need for OS-to-OS information exchange.

1.1 Remote Defect Indication (RDI)

RDI signals convey the defect status of the trail signal at the trail destination (i.e. at trail termination sink function) back
to the trail origin (i.e. trail termination source function). This mechanism alows alignment of the near-end and far-end
performance monitoring processes.

Examples of RDI signals are the RDI bitsin SDH signals, the A-bit in G.704 structured 2 Mbit/s signals and the alarm
indication bit in other PDH multiplex signals.

Figure I11.1 illustrates the RDI insertion and detection/processing for a multiplex section. Figure I11.2 illustrates the
process for aVC-4 path:

— at node A the near-end information represents the performance of the unidirectional section/path from B to A, while

the far-end information represents the performance of the unidirectional section/path from A to B;

— at node B the near-end information represents the performance of the unidirectional section/path from A to B, while

the far-end information represents the performance of the unidirectional section/path from B to A.

[11.2  RemoteError Indication (REI)

REI signals contain either the exact or truncatasmber of error detection code violations detected in the trail signal at
the trail termination sink. This information is conveyed to the trail termination source. This mechanism allows alignment
of the near-end and far-end performance monitoring processes. Examples of REI signals are the REI bits in SDH signals

and the E-bit in G.704 structured 2 Mbit/s signals.

Figure II1.3 illustrates the REI insertion and extraction/processing for a VC-4 bidirectional path:

— at node A the near-end information represents the performance of the unidirectional path from B to A, while the far-

end information represents the performance of the unidirectional path from A to B;

— at node B the near-end information represents the performance of the unidirectional path from A to B, while the far-

end information represents the performance of the unidirectional path from B to A.

4 Refer to the specific atomic functions to determine between exact or truncated number of EDCV transport in the REI.
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Figure 111.1/G.783 — RDI insertion control example (multiplex section)
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Figure 111.2/G.783 — RDI insertion control example (VC-4 path)
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Figure 111.3/G.783 — REI insertion control example (VC-4 path)
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Appendix 1V

Alarm Indication Signal (AlS)

The AlS is an al-ONEs characteristic or adapted information signal. It is generated to replace the normal traffic signal
when it contains a defect condition in order to prevent consequential downstream failures being declared and alarms
being raised.

All-ONEs (AlS) insertion in the sink direction is controlled as follows: every atomic function inserts all-ONEs on locally-
detected defects only, with one of the defects being incoming AlS from upstream atomic functions.

Figure 1V.1 illustrates this process. Due to a LOF defect (STM1dLOF) the OS1/RS1_A_SK inserts the al-ONEs signal.
This signa is propagated through the RS1 layer. The MS1_TT_Sk detects this all-ONEs signal by monitoring bits 6-8 of
K2. The MSU/SA_A_Sk detects the all-ONEs signal by monitoring the pointer bytes H1, H2. As a consequence both
functions insert al-ONEs at their outputs (i.e. they "refresh” the all-ONEs signal). This behaviour is continued in the
other client layers.

AU4dAIS

~o 7
-~ b

Other adaptation h MS1/S4 /

Insert all-ONEs

functions m— Insert all-ONEs
MS1dAIS -7 "y
MS1
Other adaptation
functions RS1/MS1 /
RS1
Insert all-ONEs
/// lllll

STM1dLOF OS1/RS1 /

T1526640-97/d146

Figure 1V.1/G.783 — All-ONEs (AIS) insertion and propagation in the sink direction in case of STM1dLOF

As soon as the direction through the layered structure reverts from the sink direction into the source direction, the al-
ONEs (AIlS) signal becomes one of the defined AIS patterns:

—  MSn-AIS (n =1, 4, 16) in case the R8/Sn_A_Sk is connected to the RMSn_A_So. This is the case in an
STM-n regenerator;

— AU4-AIS in case the M8S4_A_Sk is connected to the WS4 _A So. This is the case in a VC-4 Add-Drop
Multiplexer and a VC-4 Digital Cross Connect (Figure 1V.2);
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—  Tum-AlS (m=12, 2, 3) in case the SA/SA_Sk is connected to the SHMSA_So. This is the case in a VGADM
and a VCm DXC;

— PDH AIS: Ex-AIS, a complete all-ONEs signal, in the G.703 type signal.

Cl_SSF | o AU4dAIS

S . MS1/S4 @@ ______ “ I{ ZAI o

T1526650-97/d147

Figure 1V.2/G.783 — All-ONEs propagation from sink to source dirction

The al-ONEs and CI_SSF signa applied at the input of the MSL/S4_A_So (Figure IV.3) results in the generation of an
al-ONEs signal at the output. The MS1_TT_So and the other MS1 adaptation functions (e.g. MSL/OW_A_So) add the
MSOH to the all-ONEs signal. The RS1_TT_So and the RS1 adaptation functions add the RSOH. The result is the so
caled AU-4 AlSsignal. Thissignal istransmitted to the far-end. The STM-1 signal passes through the functions up to the

MS1 TT_Sk. Then the MS1/S4_A_Sk function detects AU-4 AlS. It declares the AU4dAIS defect and inserts all-ONEs
at its output.

"1" \\ // 1
N | Cl_SSF CI_SSF 7
N I I e
\\\ : : e AU4dAIS
D Other adaptation s
\ Ms1sa / functions \ Msvs4 /__ / /A
"1 -~ -~z 1

ms1 / MS1

o N e —”’M

MSOH - _ MSOH '
\ RS1/MS1/ Oth?&:ﬁ%‘:]t:tlon \| RS1/MS1
L

RSOH RSOH

"1 e
MSOH MSOH

T1526660-97/d148

Figure 1V.3/G.783 — All-ONEs (AIS) generation in the source and detection in the sink direction

Similarly, the reception of an all-ONEs signal at the S4/S12_A_So resultsin the generation of an all-ONEs (TU) signa at
the output of the function. This signal is multiplexed with the other TUs, after which the VC-4 overhead, AU-4 pointer,
MSOH and RSOH are added. The result isan STM-N signal with aTU carrying TU-AIS.
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Appendix V

Signal Fail (SF) and Signal Degrade (SD)

V.1 Server Signal Fail (SSF) signal

The Cl_SSF signal (generated by the adaptation sink function under control of aSSF) informs the next downstream
function of the "signal fail" condition of the associated data signal [which contains, due to that "signal fail" condition, the
al-ONEs (AlS) pattern].

The ClI_SSF signal, when connected to a connection function with protection functionality, represents the Signal Fail (SF)
conditions.

V.2 Server Signal Degrade (aSSD) signal

The CI_SSD signal informs the next downstream function of the "signal degrade" condition of the associated data signal.

The CI_SSD signal is defined only in adaptation sink function in protection sublayers. The signal relays the Al_TSD
signal generated by the trail termination sink function towards the protection connection function in the protection
sublayer.

V.3 Trail Signal Fail (TSF) signal

The Al_TSF signal (generated by a trail termination sink function under control of alT SF) informs the next downstream
function(s) of the "signal fail" condition of the associated data signal [which contains, due to that "signal fail" condition,
the all-ONEs (AlS) pattern].

The Al_TSF signal, when connected to a connection function with protection functionality, represents the Signal
Fail (SF) conditions.
V.4 Trail Signal Degrade (TSD) signal

The Al_TSD signal (generated by atrail termination sink function under control of aTSD) informs the next function(s) of
the "signal degrade" condition of the associated data signal.

The Al_TSD signal is only connected to a connection function with protection functionality, and represents the Signal
Degrade (SD) conditions.

Appendix VI

Data Communications Channel (DCC)

The use of the DCC is dependent on the network operator’s maintenance strategy and the specific situation. It may not
aways berequired asit is possible to carry out the required functions by other means.

There are two ways of using the DCC:
i) useof theD1to D3 byteslocated in the RSOH (DCCR) and accessible at regenerators and other network el ements;

ii) use of the D4 to D12 bytes located in the MSOH (DCCwm) and not accessible at regenerators. These bytes are
provided aternatively across either the P reference point (MCF function), or the U reference point (OHA function).
The specific use of the D4 to D12 bytesisfor further study.

These channels are message-based and provide communications between network elements. They can be used to support
communications between sites and the TMN. Two examples are given in Figures V1.1 and VI.2.
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Figure VI.1/G.783 — SDH linear system configuration
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T1526680-97/d150

Figure VI.2/G.783 — SDH tree configuration

Appendix VII

Atomic function modelling of basic functions from 1994 G.783

Figure VI11.1 illustrates the correspondence between atomic transmission functions defined in this Recommendation and
the basic functions described in the 1994 issue of Recommendation G.783. Figure V1.2 illustrates the basic functions for
support of the Message Communications Function (MCF) for the DCC. Figure VI11.3 illustrates the basic function for user
overhead byte access. Figure V1.4 illustrates the basic functions for timing.

Recommendation G.783  (04/97) 225



SmP,
Sm/SmP

, TSD

e __TSF

Sn/SnP

T1526690-97/d151

Figure VII.1/G.783 — Atomic function modelling of basic functions for transmission
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Figure VI1.1/G.783 — Atomic function modelling of basic functions for transmissiorfconcluded)
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Figure VI1.2/G.783 — Basic functions for MCF and DCC
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Figure VI1.3/G.783 — Basic function for user overhead byte access
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Figure VI11.4/G.783 — Basic functions for timing
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Organization of the work of the ITU-T

Means of expression: definitions, symbols, classification

General telecommunication statistics

General tariff principles

Overall network operation, telephone service, service operation and human factors
Non-telephone telecommunication services

Transmission systems and media, digital systems and networks
Audiovisual and multimedia systems

Integrated services digital network

Transmission of television, sound programme and other multimedia signals
Protection against interference
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Telephone transmission quality, telephone installations, local line networks
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Telegraph transmission

Telegraph services terminal equipment

Terminals for telematic services

Telegraph switching

Data communication over the telephone network

Data networks and open system communication

Programming languages
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