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Recommendation G.729 – Annex A

REDUCED COMPLEXITY 8 kbit/s
CS-ACELP SPEECH CODEC

(Geneva, 1996)

A.1 Introduction

This annex provides the high level description of a reduced complexity version of the G.729 speech
codec. This version is bit stream interoperable with the full version, i.e. a reduced complexity
encoder may be used with a full implementation of the decoder, and vice versa. However,
implementors of the codec defined in this annex should be aware that the performance of this codec
may not be as good as the full implementation of Recommendation G.729 in certain circumstances.

The reduced complexity version of the codec has been developed for multimedia simultaneous voice
and data applications, although the use of the codec is not limited to these applications.

The description of the codec is similar to that of the full implementation of Recommendation G.729.
This annex describes the changes to the full implementation which have been made in order to
reduce the codec algorithmic complexity. For those parts of the algorithm which have not been
changed, this annex refers to the appropriate section of the main Recommendation.

A.2 General description of the codec

The general description of the coding/decoding algorithm is similar to that of the full version. The bit
allocation is the same as that given in Table 1/G.729. It has also the same delay (speech frame of
10 ms and lookahead of 5 ms). The major algorithmic changes to the full version of
Recommendation G.729 are summarized below:

• The perceptual weighting filter uses the quantized LP filter parameters and it is given by
W(z) = Â(z)/Â(z/γ) with a fixed value of γ = 0.75.

• Open-loop pitch analysis is simplified by using decimation while computing the correlations
of the weighted speech.

• Computation of the impulse response of the weighted synthesis filter W(z)/Â(z), computation
of the target signal, and updating the filter states are simplified since W(z)/Â(z) is reduced to
1/Â(z/γ).

• The search of the adaptive codebook is simplified. The search maximizes the correlation
between the past excitation and the backward filtered target signal (the energy of filtered past
excitation is not considered).

• The search of the fixed algebraic codebook is simplified. Instead of the nested-loop focused
search, an iterative depth-first tree search approach is used.

• At the decoder, the harmonic postfilter is simplified by using only integer delays.

These changes are described in more detail in A.3 and A.4.
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TABLE A.1/G.729

Summary of the principle routines which have been changed

G.729 routine name G.729A routine name

Coder_1d8k ( ) Coder_1d8a ( )

Decod_1d8k ( ) Decod_1d8a ( )

Pitch_o1 ( ) Pitch_o1_fast ( )

Pitch_fr3 ( ) Pitch_fr3_fast ( )

ACELP_Codebook ( ) ACELP_Code_A ( )

Post ( ) Post-Filter ( )

A.2.1 Speech codec definition

The description of the reduced complexity speech codec is made in terms of bit-exact, fixed-point
mathematical operations. The ANSI-C code indicated in A.5, which constitutes an integral part of
this annex, reflects this bit-exact, fixed-point descriptive approach. The mathematical description of
the encoder (see A.3) and the decoder (see A.4), can be implemented in several other fashions,
possibly leading to a codec implementation not complying with this annex. Therefore, the algorithm
description of the ANSI-C code of A.5 shall take precedence over the mathematical descriptions of
A.3 and A.4 whenever discrepancies are found. A non-exhaustive set of test signals, which can be
used with the ANSI-C code, are available from the ITU.

A.2.2 Notational conventions

Notational conventions are the same as those given in 2.5/G.729.

A.3 Functional description of the encoder

In this subclause the different functions of the encoder represented in the blocks of Figure 4/G.729
are described. The main body of the Recommendation is referred to in most of this subclause except
the parts where algorithmic simplifications have been carried out.

A.3.1 Pre-processing

Same as 3.1/G.729.

A.3.2 Linear prediction analysis and quantization

A.3.2.1 Windowing and autocorrelation computation

Same as 3.2.1/G.729.

A.3.2.2 Levinson-durbin algorithm

Same as 3.2.2/G.729.

A.3.2.3 LP to LSP conversion

Same as 3.2.3/G.729 with some simplifications. The number of points at which the polynomials
F1(z) and F2(z) are evaluated, is reduced to 50 (instead of 60), and the sign change interval is divided
two times instead of four times for tracking the root of the polynomial.

A.3.2.4 Quantization of the LSP coefficients

Same as 3.2.4/G.729.
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A.3.2.5 Interpolation of the LSP coefficients

Same as 3.2.5/G.729, but only the quantized LP coefficients are interpolated since the weighting
filter uses the quantized parameters for simplicity.

A.3.2.6 LSP to LP conversion

Same as 3.2.6/G.729.

A.3.3 Perceptual weighting

Unlike 3.3/G.729, the perceptual weighting filter is based on the quantized LP filter coefficients âi,
and is given by:

( ) ( )
( )W z
A z

A z
=

$

$ / γ (A.1)

with γ = 0.75. This simplifies the combination of synthesis and weighting filters to
W(z)/Â(z) = 1/Â(z/γ), which reduces the number of filtering operations while computing the impulse
response and the target signal and while updating the filter states. Note that the value of γ is fixed to
0.75 and the procedure for the adaptation of the factors of the perceptual weighting filter described
in 3.3/G.729 is not used in this reduced complexity version.

The weighted speech signal is not used for computing the target signal since an alternative approach
is used (see A.3.6). However, the weighted speech signal (low-pass filtered) is used to compute the
open-loop pitch estimate. The low-pass filtered weighted speech is found by filtering the speech
signal s(n) through the filter Â(z)/[Â(z/γ)(l − 0.7z−1)]. First the coefficients of the filter
A'(z) = Â(z/γ)(l − 0.7z−1) are computed, then the low-pass filtered weighted speech in a subframe is
computed by:

( ) ( ) ( )S n r n a s n i nw i w
i

= − ′ − =
=
∑ , ,...,0 39

1

10

(A.2)

where r(n) is the LP residual signal given by:

( ) ( ) ( )r n s n a s n i ni
i

= + − =
=
∑ $ , ,...,0 39

1

10

(A.3)

The signal sw(n) is used to find an estimation of the pitch delay in the speech frame.

A.3.4 Open-loop pitch analysis

To reduce the complexity of the search for the best adaptive-codebook delay, the search range is
limited around a candidate delay Top, obtained from an open-loop pitch analysis. This open-loop pitch
analysis is done once per frame (10 ms). The open-loop pitch estimation uses the low-pass filtered
weighted speech signal sw(n) of equation (A.2), and is done as follows: in the first step, 3 maxima of
the correlation:

( ) ( ) ( )R k s n s n kw w
n

= −
=
∑ 2 2

0

39

(A.4)

are found in the following three ranges:

i = 1: 20,...,39

i =  2: 40,...,79
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i = 3: 80,...,43

The retained maxima R(ti), i = 1, ..., 3, are normalized through:

( ) ( )

( )
R t

R t

s n t

ii
i

w
n

i

’ , ,...,=

−

=

=
∑ 2

0

39

2

1 3

(A.5)

The winner among the three normalized correlations is selected by favouring the delays with the
values in the lower range. This is done by augmenting the normalized correlations corresponding to
the lower delay range if their delays are submultiples of the delays in the higher delay range.

Note that in computing the correlations in equation (A.4) only the even samples are used. Further, in
the third delay region [80, 143] only the correlations at the even delays are computed in the first pass,
then the delays at ± l of the selected even delay are tested.

A.3.5 Computation of the impulse response

The impulse response h(n) of the weighted synthesis filter W(z)/Â(z) is needed for the search of
adaptive and fixed codebooks. The impulse response h(n) is computed for each subframe by filtering
a signal consisting of a unit sample extended by zeros through the filter 1/Â(z/γ).

A.3.6 Computation of the target signal

The target signal x(n) for the adaptive-codebook search is computed by filtering of the LP residual
signal r(n) through the weighted synthesis filter 1/Â (z/γ). After determining the excitation for the
subframe, the initial states of this filter are updated as explained in A.3.10.

The residual signal r(n), which is needed for finding the target vector is also used in the
adaptive-codebook search to extend the past excitation buffer. The computation of the LP residual is
given in equation (A.3).

A.3.7 Adaptive-codebook search

The adaptive-codebook structure is the same as in 3.7/G.729. In the first subframe, a fractional pitch

delay T1 is used with a resolution of 1/3 in the range 
19

1

3
84

2

3






,
 and integers only in the range

[85, 143]. For the second subframe, a delay T2 with a resolution of 1/3 is always used in the range

int T int( )1 5
2

3
4

2

3
−





,  ( ) +1T
, where int(T1) is the integer part of the fractional pitch delay T1 of the

first subframe. This range is adapted for the cases where T1 straddles the boundaries of the delay
range.

The search boundaries tmin and tmax for both subframes are determined in the same way as in 3.7/G.729.
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Closed-loop pitch search is usually performed by maximizing the term:

( )
( ) ( )

( ) ( )
R k

x n y n

y n y n

k
n

k k
n

= =

=

∑

∑
0

39

0

39

(A.6)

where x(n) is the target signal and yk(n) is the past filtered excitation at delay k [past excitation
convolved with h(n)]. In order to simplify the search in this reduced complexity version, only the
numerator in equation (A.6) is maximized. That is, the term:

( ) ( ) ( ) ( ) ( )R k x n y n x n u nN k b k
nn

= =
==
∑∑

0

39

0

39

(A.7)

is maximized, where xb(n) is the backward filtered target signal (correlation between x(n) and the
impulse response h(n)) and uk(n) is the past excitation at delay k (u(n − k)). Note that the search
range is limited around a preselected value, which is the open-loop pitch Top for the first subframe,
and T1 for the second subframe.

Note that in the search stage, the samples u(n), n = 0,...,39 are not known, and they are needed for
pitch delays less than 40. To simplify the search, the LP residual is copied to u(n).

For the determination of T2 and T1 if the optimum integer delay is less than 85, the fractions around
the optimum integer delay have to be tested. The fractional pitch search is done by interpolating the

past excitation at fractions −1

3
, 0 and 

1

3
, and selecting the fraction which maximizes the correlation

in equation (A.7). The interpolation of the past excitation is performed using the same FIR filter, b30,
which is defined in 3.7/G.729. The interpolated past excitation at a given integer delay k and fraction
t is given by:

( ) ( ) ( ) ( ) ( )u n u n k i b t i u n k i b t i n tkt
ii

= − + + + − + + − + = =
==
∑∑ 30 30

0

9

0

9

3 1 3 3 0 39 0 1 2, ,..., , , ,
(A.8)

A.3.7.1 Generation of the adaptive-codebook vector

Same as 3.7.1/G.729.

A.3.7.2 Codeword computation for adaptive-codebook delays

Same as 3.7.2/G.729.

A.3.7.3 Computation of the adaptive-codebook gain

Same as 3.7.3/G.729.

A.3.8 Fixed codebook – Structure and search

The structure of the 17-bit algebraic codebook is the same as 3.8/G.729.

A.3.8.1 Fixed-codebook search procedure

The signs of the pulses are found using the same approach explained in 3.8.1/G.729. However, the
pulse positions are found using a more efficient approach. Instead of the nested-loop search
approach, an iterative depth-first, tree search approach is used. In this new approach a smaller
number of pulse position combinations is tested and it has fixed complexity.



6 Recommendation G.729 – Annex A     (11/96)

A.3.8.2 Codeword computation of the fixed codebook

Same as 3.8.2/G.729.

A.3.9 Quantization of the gains

Same as 3.9/G.729.

A.3.10 Memory update

An update of the states of the weighted synthesis filter is needed for computing the target signal in
the next subframe. After the two gains are quantized, the excitation signal, u(n), in the present
subframe is obtained using:

( ) ( ) ( )u n g v n g c n np c= + =$ $ , ,...,0 39
(A.9)

where $gp  and $gc , are the quantized adaptive and fixed-codebook gains, respectively, v(n) is the

adaptive-codebook vector (interpolated past excitation), and c(n) is the fixed-codebook vector
including harmonic enhancement. The states of the weighted synthesis filter can be updated by
filtering the signal r(n) − u(n) (difference between residual and excitation) through the filter 1/Â(z/γ)
for the 40 sample subframe and saving the states of the filter. A simpler approach, which requires no
filter operations, is as follows. The output of the filter due to the input r(n) − u(n) is the weighted
error signal ew(n) which can be found by:

( ) ( ) ( ) ( )e n x n g y n g z nw p c= − −$ $
(A.10)

where x(n) is the target signal, y(n) is the filtered adaptive-codebook vector and z(n) is the filtered
fixed-codebook vector. Since the signals x(n), y(n), and z(n) are available, the states of the weighted
synthesis filter are updated by computing ew(n) as in equation (A.10) for n = 30,...,39.

A.4 Functional description of the decoder

The principle of the decoder is shown in Figure 3/G.729. The transmitted parameters are the same as
listed in Table 8/G.729. The decoded parameters are used to compute the reconstructed speech
signal. This reconstructed signal is enhanced by a post-processing operation consisting of a postfilter,
a high-pass filter and an up scaling (see A.4.2). The detailed signal flow diagram of the decoder is
the same one shown in Figure 6/G.729.

The only change in the decoder is in the postfilter which is described in A.4.2.

A.4.1 Parameter decoding procedure

Same as 4.1/G.729.

A.4.2 Post-processing

The post-processing is the same as in 4.2/G.729 except some simplification in the adaptive postfilter.

The adaptive postfilter is the cascade of three filters: a long-term postfilter Hp(z), a short-term

postfilter 
( )H zf  and a tilt compensation filter Ht(z), followed by an adaptive gain control procedure.

The long-term postfilter is simplified by using only integer delays. In the short-term postfilter and the
tilt compensation filter, the gain terms gf and gt are not used.

The postfiltering process is similar to that described in Recommendation G.729 with the exception
that the compensation filtering is performed before synthesis filtering through 1/Â(z/γd).
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A.4.2.1 Long-term postfilter

The long-term postfilter is given by:

( ) ( )H z
gl

glzp
p

p
T=

+
+ −1

1
1

γ
γ

(A.11)

The only difference from 4.2.1/G.729 is that the long -term delay T is always an integer delay  and it
is computed by searching the range [Tcl - 3, Tcl + 3], where Tcl is the integer part of the (transmitted)
pitch delay in the current subframe bounded by Tcl ≤ 140.

A.4.2.2 Short-term postfilter

The short-term postfilter is given by:

( ) ( )
( )H z

A z

A z

a z

a z
f

n

d

n
i

i
i

i

d
i

i
i

i

= =
+

+

−

=

−

=

∑

∑

$ /
$ /

$

$

γ

γ

γ

γ

1

1

1

10

1

10

(A.12)

where Â(z) is the received quantized LP inverse filter (LP analysis is not done at the decoder), and
the factors γn and γd control the amount of short-term postfiltering, and are set to γn = 0.55 and
γd = 0.7.

The only difference from 4.2.2/G.729 is that the gain factor gf is eliminated.

A.4.2.3 Tilt compensation

The filter Ht(z) compensates for the tilt in the short-term postfilter 
( )H zf  and is given by:

( )H z k zt t= + −1 1
1γ ’

(A.13)

where γ tk1
’ is a tilt factor, k1

’ being the first reflection coefficient calculated by:

( )
( ) ( ) ( ) ( )k

r

r
r i h j h j ih

h
h f f

j

i

1
0

211

0
’ ;= − = +

=

−

∑
(A.14)

where 
( )h nf  is the truncated impulse response of the filter Â z Â zn d( / ) / ( / )γ γ . The value of

γt = 0.8 is used if k1 0’ <  and γt is set to zero if k1 0’ ≥ . The gain factor gt which is used in 4.2.3/G.729
is eliminated.

A.4.2.4 Adaptive gain control

Same as 4.2.4/G.729. The only difference is that the gain scaling factor G for the present subframe is
computed by:

( )

( )
G

s n

sf n

n

n

= =

=

∑

∑

$2

0

39

2

0

39

(A.15)
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and g(n) is given by:

( ) ( )g g G nn n= + =−0 9 01 0 391. . , ,...,

A.4.2.5 High-pass filtering and up-scaling

Same as 4.2.5/G.729.

A.4.3 Encoder and decoder initialization

Same as 4.3/G.729.

A.4.4 Concealment of frame erasures

Same as 4.4/G.729 with the difference that no voicing detection is used. The excitation is always the
addition of both adaptive and fixed codebook contributions.

A.5 Bit-exact description of the reduced complexity CS-ACELP codec

The reduced complexity CS-ACELP codec is simulated in 16-bit fixed-point ANSI-C code using the
same set of fixed-point basic operators defined in Table 11/G.729.

A.5.1 Use of the simulation software

Same as 5.1/G.729.

A.5.2 Organization of the simulation software

Same as 5.2G.729.

The tables used by the simulation codec are found in the file tab_1d8a. c which replaces the file
tab_1d8k. c of the full Recommendation. The difference between these two files is that the tables
tab_hup_s, tab_hup_1, and inter_3 found in the file tab_1d8k. c are removed from the file
tab_1d8a. c. Also, the table grid has been modified.

The main programs use a library of routines that are provided in the fixed-point ANSI-C simulation.
Most of the routines are the same as those of the full Recommendation. The principal routines that
have been changed are summarized in Table A.1. Refer to the read.me file provided with the
software for more details.
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