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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 

telecommunications, information and communication technologies (ICTs). The ITU Telecommunication 

Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, 

operating and tariff questions and issuing Recommendations on them with a view to standardizing 

telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, establishes 

the topics for study by the ITU-T study groups which, in turn, produce Recommendations on these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 

prepared on a collaborative basis with ISO and IEC. 
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Recommendation ITU-T G.1035 

Influencing factors on quality of experience for virtual reality services 

1 Scope 

This Recommendation categorizes and summarizes the factors affecting the user-perceived 

experience of a virtual reality (VR) service, with the intention of helping to identify the methodologies 

for assessing VR quality. VR quality of experience (QoE) assessment methodologies are left for 

further study. Since VR technologies are still evolving, this Recommendation mainly addresses 

omnidirectional video services, while leaving others, e.g., point-cloud or volumetric video types, for 

further study. 

VR is a new type of media which is different from traditional video and audio. It generates realistic 

images, sounds and other sensations that replicate a real environment and simulate a user's physical 

presence in this environment by enabling the user to interact with this space and any objects depicted 

therein using specialized display screens or projectors and other devices. These multisensory 

experiences, which can include sight, hearing and, less commonly, touch and smell, are well 

coordinated and synchronized through the user's interaction and feedback. A person using VR 

equipment is typically able to "look around" the artificial world, move about within it and interact 

with features or items that are depicted on a screen or in goggles as in the real world. 

In order to understand whether QoE or user-perceived performance of the VR service is good enough 

or not, benchmarking is critical. Benchmarking aims to measure user-perceived performance or QoE 

in the VR environment. Compared with traditional video and audio, the multisensory experience in 

VR imposes a new set of requirements for QoE assessment. The challenge is to characterize VR's 

real-life immersive video, spatial audio and interactivity. Prior to being able to benchmark the QoE, 

it is important to address the requirements and basic factors that are relevant for assessing the VR 

quality for different VR services. 

2 References 

The following ITU-T Recommendations and other references contain provisions which, through 

reference in this text, constitute provisions of this Recommendation. At the time of publication, the 

editions indicated were valid. All Recommendations and other references are subject to revision; 

users of this Recommendation are therefore encouraged to investigate the possibility of applying the 

most recent edition of the Recommendations and other references listed below. A list of the currently 

valid ITU-T Recommendations is regularly published. The reference to a document within this 

Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

None. 

3 Definitions 

3.1 Terms defined elsewhere 

This Recommendation uses the following terms defined elsewhere: 

3.1.1 frame rate [b-ITU-T H.262]: The rate at which frames are output from the decoding process. 

3.1.2 quality of experience (QoE) [b-ITU-T P.10]: The degree of delight or annoyance of the user 

of an application or service. 

3.1.3 QoE influencing factors [b-ITU-T P.10]: Include the type and characteristics of the 

application or service, context of use, the user's expectations with respect to the application or service 
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and their fulfilment, the user's cultural background, socio-economic issues, psychological profiles, 

emotional state of the user, and other factors whose number will likely expand with further research. 

3.2 Terms defined in this Recommendation 

This Recommendation defines the following terms: 

3.2.1 cybersickness or simulator sickness: A physiological condition arising when exposed to a 

virtual reality environment. 

NOTE – Definition based on combined information in [b-Kennedy] and [b-Stanney]. 

3.2.2 degree of freedom (DoF): Represents the ways an object can move within a space, which is 

a key element in helping create an immersive environment for a user. 

3.2.3 immersion: A psychological state characterized by perceiving oneself to be enveloped by, 

included in and interacting with an environment that provides a continuous stream of stimuli and 

experiences. 

NOTE – Definition based on [b-Witmer]. 

3.2.4 motion-to-photon latency: The time it takes between the user moving their head and this 

motion being reflected on the screen of the head-mounted display (HMD). 

NOTE – Definition based on [b-Brandenburg]. 

3.2.5 presence: The subjective experience of being in one place or environment, when one is 

physically situated in another place or environment. 

NOTE – Definition based on [b-Witmer]. 

3.2.6 refresh rate: The frequency at which a display updates its image, expressed in hertz. 

4 Abbreviations and acronyms 

This Recommendation uses the following abbreviations and acronyms: 

2D Two Dimensional 

3D Three Dimensional 

AR Augmented Reality 

DoF Degree of Freedom 

FoV Field of View 

GPU Graphic Processing Unit 

HD High Definition 

HMD Head-Mounted Display 

HRTF Head-Related Transfer Function 

MPEG Moving Picture Experts Group 

MR Mixed Reality 

PPD Pixel Per Degree 

PPI Pixel Per Inch 

SSQ Simulator Sickness Questionnaire 

UHD Ultra High Definition 

VR Virtual Reality 
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VoD Video on Demand 

VVC Versatile Video Coding 

5 Conventions 

Within the scope of this Recommendation, a person interacting with a VR head-mounted display 

(HMD) is referred to as a user, viewer or player, all with equivalent inference. 

6 Virtual reality overview 

Virtual reality (VR) is a technology that uses game engines (e.g., Unity) to create artificial 

environments that enable people to interact in six degrees of freedom (DoF). VR generates realistic 

images, sounds and other sensations that emulate a real environment or create a synthetic one. VR 

services aim to provide users with high levels of immersion and presence wherein users may feel 

detached from their physical, real-world surroundings. This is different from augmented reality (AR) 

or mixed reality (MR), which enhance user experiences by adding virtual components such as digital 

images, graphics or sensations as a new layer of interaction with the real world. 

6.1 Devices 

A VR display device is usually a typical head-mounted display (HMD) with two goggle-size 

miniature screens – one per eye. These displays focus and reshape the picture for each eye and can 

create a stereoscopic three-dimensional (3D) image by angling the two dimensional (2D) images to 

mimic how human eyes see the world. 

To achieve an immersive experience, head tracking or eye tracking are used in HMDs to create the 

correct camera angle and perspective so as to attain a natural viewing experience. In addition, tracking 

may include capturing of the movements of any other body parts. 

Depending on the VR service and DoF permitted for the users, audio hardware needs to take into 

account headphone or loudspeaker audio reproduction. The headphones may be standalone or 

integrated into the HMD, both of which allow open and closed acoustic design. When using 

standalone headphones, additional hardware such as a soundcard or wireless technology may also be 

involved. 

6.2 Content 

There are two types of content to consider when constructing a virtual environment for the VR 

experience. 

The first consideration is synthetic, which is completely invented from geometric primitives and 

simulated physics. This is common in VR games and VR social services. Synthetic representations 

of individuals, called avatars, enable users to interact and can provide a level of anonymity in some 

contexts. 

The second consideration is captured using 360° cameras. For example, 360°/omnidirectional images 

and videos are captured to allow users to explore the scene in 360° × 180° from a given viewpoint in 

a VR system, which could be seen as an extension of traditional video streaming applications. 

6.3 Platform 

When using online VR applications, VR contents are stored in servers, streamed by requests and 

rendered locally in user's devices. Local rendering requires high-performance terminal devices to 

provide an acceptable user experience. 

Cloud VR [b-GSMA AR/VR] is a new cloud computing technology, where VR content is stored and 

rendered in the server. Therefore, video and audio outputs are coded, compressed and transmitted to 
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user terminals. Servers in cloud VR are required to be as close as possible to end-users to reduce the 

influence introduced on QoE by the additional network processing time. 

6.4 Services 

VR services can be classified into two types: weak-interaction VR and strong-interaction VR 

[b-Huawei VR]. 

Weak-interaction VR services mainly comprise but are not limited to 360° video, VR theatre and VR 

live broadcast. In this kind of VR services, users can explore the scene by turning their head; however, 

they do not interact with the objects present in the scene. For example, touching the entities in the 

virtual world is not possible. 

Strong-interaction VR services include VR games, VR home fitness, VR social networking, etc. Users 

can interact with these virtual environments through interactive entities (e.g., controllers) in addition 

to HMD head tracking. 

Appendix I provides information for some typical VR services. 

7 Virtual reality QoE influencing factors 

QoE influencing factor categories are illustrated in Figure 1. (See also [b-Reiter].) 

 

Figure 1 – Virtual reality QoE influencing factor categories 

Furthermore, influencing factors can occur on different levels of magnitude (micro vs. macro), 

behaviour (static vs. dynamic), and patterns of occurrence (rhythmic vs. random), either 

independently or as usual mixtures of all three levels [b-Reiter]. That is because this is not a binary 

state; all factors can be static or dynamic, but the time-frequency of changes can determine whether 

a factor is dynamic or static. 
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7.1 Human influencing factors 

7.1.1 Vision and hearing 

Visual abnormalities such as longsightedness, shortsightedness, astigmatism and chromatic 

aberration may occur in the human eye. Each eye may also be affected differently. Such vision 

problems may negatively affect the user experience. When vision problems can be corrected by 

lenses, having the user wear their normal glasses may be a solution, although this may be 

uncomfortable for the user. 

Hearing impairments may result in attenuated hearing over the full audible frequency range or at 

specific frequencies. An impairment may also occur asymmetrically in only the left or the right ear, 

which has consequences on spatial hearing. Loss of sensitivity at high frequencies is a normal 

age-related hearing impairment, but different types of impairments are present in populations of all 

ages. Often, individuals are not aware of having a hearing impairment as they develop over time and 

the auditory system adapts to the lowered sensitivity. 

It is important to consider that each individual hears differently, and that audio reproduction has to 

take this into account in order to provide a good experience. Head-related transfer functions (HRTFs) 

describe the individual filtering process that occurs when sound travels from a point in space to the 

two ears. HRTFs depend on the shape of the pinna and ear canal, and the size and shape of the head 

and upper torso. They vary individually and to achieve perfect binaural reproduction the HRTFs 

should be individually measured and applied in the audio rendering process. In practice, generalized 

HRTFs are often used, resulting in possible degradation in sound localization. 

7.1.2 Simulator sickness 

Cybersickness is also known as simulator sickness, VR sickness or visually induced motion sickness 

and is triggered only by visual stimuli. This undesirable phenomenon is caused by the sensory conflict 

arising between the visual and vestibular system. While watching 360° videos in an HMD, a user may 

experience symptoms of simulator sickness such as fatigue, sweating, vertigo or nausea [b-Kennedy]. 

The most popular questionnaire for assessing simulator sickness is the simulator sickness 

questionnaire (SSQ), published in 1993. 

Simulator sickness is an important factor that affects QoE for 360°/VR videos [b-Singla-1]. There are 

different factors such as resolution, audio, time, field of view (FoV), the orientation of users, HMD, 

player, type of video sequences, etc., by which simulator sickness scores can be affected. (These and 

other factors are discussed in clause 7.2.) When considering QoE, the video sequences that are noted 

to lead to the highest simulator sickness scores also lead to the lowest QoE scores. Inversely, those 

video sequences that have the lowest simulator sickness scores also have the highest QoE scores. 

These observations indicate that simulator sickness interacts with QoE when 360° videos are watched 

in HMDs [b-Singla-1]. 

Apart from technical factors, there are individual factors such as age, gender, postural stability, etc., 

contextual factors such as duration of task, orientation of users, etc. and co-variate constructs such as 

QoE, presence and exploration behaviour that can impact the severity of simulator sickness. The 

symptoms of simulator sickness can be reduced but cannot be eliminated for every user. If everything 

is performed correctly and the needs of the user are met, then the symptoms of simulator sickness 

will become motion sickness [b-Kopyt]. 

Simulator sickness can also be caused by vergence-accommodation conflict. This symptom occurs 

when the brain receives mismatching information between a focusing distance and the distance to the 

virtual object [b-George]. Vergence-accommodation conflict can cause eye strain, fatigue, focusing 

problems, etc. 



 

6 Rec. ITU-T G.1035 (11/2021) 

7.1.3 Immersion 

The tendency to experience immersion and the level of expertise in using VR systems vary 

individually. People who tend to be more immersed in a virtual environment may not notice small 

impairments in reproduction. How immersion affects VR QoE is for further study. Relevant 

investigations are continuing in ITU-T. 

7.1.4 Expectations and expertise 

The attitude towards VR creates varying contexts for experiencing it. Some people may dislike a VR 

experience regardless of its technical quality based on their beliefs and fears of using such systems. 

The level of expertise in using VR systems may affect how capable the users are in using the systems 

to achieve a certain goal, which in turn affects the QoE. Some users may be awed by the novel 

experience, while more experienced users can focus on the task at hand. 

The influence of a subject's internal reference, provided by their interactions and experiences in the 

real world, will also influence the QoE of a VR service. 

7.1.5 Demographic background 

Demographic data is a statistical representation of variables such as age and gender, as well as socio-

economic information such as employment, education, income, race, marital status and others. When 

it comes to VR services in general, depending on the demographic background, users could have 

different experiences and performances. Solutions for VR services in a number of areas (from gaming 

over telemeeting, e-learning and sports) have been researched in order to determine which user 

attributes have a considerable influence on the experience.  

Demographic factors such as age is a user factor that influences one's preference for VR technology. 

When it comes to how likely individuals are to interact with technology in general [b-Franke], 

younger participants had a higher affinity for technology, including a comparable inclination for VR 

services [b-Kojic-1]. Also, gender is another influencing factor where significant differences in 

technological affinity were reported [b-Franke], in particular for VR [b-Kojic-2]. Further on, there is 

a gender gap reported while exploring presence in VR services. Significant differences were 

identified on presence subscales (considering the binary gender scale) [b-Felnhofer], where men 

reported a different feeling presence than women for VR services.  

7.1.6 Emotions 

The increasing availability of VR equipment and advances in technology have inspired its use in a 

variety of research sectors, including human emotional states and responses to VR services. At the 

level of human emotional states, the effect of moods and emotions on QoE has been researched [b-

Felnhofer]; although both have a relatively brief duration, moods typically last longer (varying from 

hours to days) than emotions (ranging from seconds to minutes) [b-Reiter]. Overall, emotions can 

have an impact on QoE in general including for VR services in the same way as a stimulus that 

triggers (among other things) an emotional response in the recipient; secondly, a stimulus may 

generate an emotional response in the recipient as a result of its meaning [b-Schleicher]. 

Studies have shown that content and interaction possibilities with VR environments can change 

arousal and valence levels. Further on, for example, the possibility to interact with the virtual 

environment can impact various quality and emotion related parameter such as involvement and 

spatial presence [b-Voigt-Antons-2]. Furthermore, when implementing the most immersive 

presentation method (such as head-mounted display), 360° video stimuli might be used to evoke the 

intended emotional reactions in participants with a greater sense of presence [b-Voigt-Antons-1]. 
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7.2 System influencing factors 

7.2.1 Content related factors 

VR content is crucial for the user's experience and has additional requirements when compared with 

traditional multimedia content. In addition to the requirements for good quality of video and audio, 

VR content also requires stitching, special effects, stereoscopic 3D and composition. To ensure an 

immersive experience, it is important that the VR content is generated at a good quality and then 

delivered as perfectly as possible. This clause lists the aspects related to VR content which will 

influence the quality of a VR service. 

7.2.1.1 Spatial audio 

Spatial audio involves the use of spatial audio reproduction techniques that are loudspeaker- or 

headphone-based such as multiloudspeaker stereophonic approaches, generalizations such as vector-

base amplitude panning, sound-field synthesis (higher-order ambisonics, wave-field-synthesis), 

headphone-based binaural, or combinations thereof. By using spatial audio, virtual sound sources can 

be created at any point within the 3D space. Sound reproduction for VR is most often done via 

headphones, but loudspeaker setups are also possible especially in three DoF and six DoF scenarios. 

In addition to the direct sound, spatial audio can further include the auditory spatial impression of the 

room acoustics (e.g., early reflections and reverberation), perceptually plausible acoustic effects of 

sound sources being occluded by structures in the VR world (e.g., attenuation and diffraction), and 

sound radiation patterns of individual audio objects. Spatial audio is an important aspect for creating 

the illusion of immersion for VR services. QoE-related aspects are, in particular, the perceived 

coloration and spaciousness (including features such as source width, envelopment, locatedness) of 

the (virtual) sources, as well as additional artefacts due to coding or other types of processing. 

7.2.1.2 Spatial depth (3D) 

It also is possible to playout stereoscopic video content, addressing human binocular vision, which is 

based on the depth-dependent disparity stemming from the two slightly different views presented to 

the two eyes. This allows humans to judge distance and have a perception of depth. To avoid crosstalk 

effects, the left view of the content has to be displayed only to the left eye and the right view of the 

content has to be displayed only to the right eye (see [b-Woods]). In the system design of most HMD 

systems, which are commonly used for playing out VR content, both views are already separated 

from each other. 

Encoding the stereoscopic representation with a low bitrate has to be avoided as it decreases the 

perceived quality even more than using non-stereoscopic content with the same bitrate. The quality 

advantage of the 3D over the 2D representation is only slightly visible for higher bitrates. Thus, a 

relatively high bitrate should be used for encoding to assure that the advantage of stereoscopic over 

non-stereoscopic omnidirectional video content becomes visible. It has to be mentioned that this is 

strongly dependent on the general stereoscopic quality of the video content. Simulator sickness scores 

and how a stereoscopic representation influences the VR QoE are for further study. 

Note that this factor is not mandatory in VR. Many VR services use 2D content while still allowing 

people to feel immersed due to the rendered omnidirectional scenes. 

7.2.1.3 Spatiotemporal complexity 

Spatial perceptual information indicates the complexity of a video picture. With some high 

complexity content, the viewer may be distracted, while with less complexity content, the subject 

may be more focused on the main objects. Temporal perceptual information indicates the amount of 

changing of the video picture. Different spatial and temporal complexity video sequences require a 

different amount of bandwidth. For example, sequences with higher spatial and temporal information 

generally require higher bandwidth. 
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Spatiotemporal complexity is a content feature which may affect VR QoE. For example, if the VR 

content has high temporal values, it may produce a high amount of simulator sickness which may 

affect QoE [b-Singla-1]. 

7.2.2 Media/codec related factors 

7.2.2.1 Compression 

Video/audio codecs are used to compress original scene data from raw format so that they can be 

saved offline or streamed via a network, saving bandwidth and resources. Various codecs have been 

developed in the industry and are widely used for traditional media coding and these codecs may be 

used for VR media. However, some codecs are unsuitable for certain scene representations. 

7.2.2.2 Video 

Traditional video codecs (e.g., [b-ITU-T H.264], [b-ITU-T H.265], VP8, VP9) may also be used for 

VR content, but may not be suitable for certain spatial representations (e.g., point-clouds). 

These different codec technologies are based on different compression implementations, and each 

can cause different information loss when the encoder compresses the raw data, and the decoder 

renders it back for display. This results in different perceived quality of the experience and decoding 

speed. 

A common shortcoming for traditional video codecs being used in VR is that the compression rate is 

still too low. This means that the bandwidth consumption is still a big problem for streaming the VR 

content when dealing with full VR streaming. New video coding technologies in progress such as 

versatile video coding (VVC) will significantly improve the transport quality for VR content in the 

industry. 

In order to save bandwidth and network resources for 360°/VR videos, many streaming service 

providers propose to transmit only pixels in the users' FoV in high resolution, and the remaining 

pixels in minimal quality resolution. This technique is called viewport-adaptive or tile-based 

streaming of omnidirectional video. The tile-based adaptive streaming architecture is shown in 

Figure 2. The two main strategies of tile-based streaming are described in Appendix II. 

 

Figure 2 – Tile-based adaptive streaming – behaviour dependent 

7.2.2.3 Audio 

For non-interactive three DoF and six DoF VR scenes, requirements on audio metadata are typically 

consistent with current 3D audio content. Where a categorical number of static positions can be 

authored, additional data for user head rotation should be incorporated to render a spatial auditory 

scene consistent with listener movements. For interactive and six DoF VR services where an infinite 

number of source and listener positions are available, translating user movements and geometric data 

of the auditory environment is essential for setting the requirements for an audio codec. Direct sound, 

early reflections and late reverberation should be accounted for and be coherent with all sound sources 

and listener(s) movements as they may influence the QoE. 
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The production of audio content for VR may also feature various approaches such as channel-based, 

object-based or ambisonics. These may be recorded via multichannel microphones or single 

microphones, with both techniques requiring various formatting in order to implement and deliver 

immersive audio. An audio codec would need to be adaptive in the input data stream of content, as 

seen in the current moving picture experts group (MPEG) H-series codec for three DoF scenes, along 

with a consistent input stream of user actions. 

7.2.2.4 Storage and transport 

In 2016, a new approach was released to encode 360° videos with a pyramid geometry, which saves 

almost 80% of the bitrate [b-Kuzyakov]. In pyramid projection, the base of the pyramid is always 

available in the full resolution and the sides of the pyramid decrease gradually in quality until all the 

sides meet at a point. When a user changes the viewing direction, it is decided which stream should 

be fetched based on the network condition and the orientation of the user. 

Besides that, other technologies (e.g., tile-based streaming) are also used in VR to reduce bandwidth 

and resource consumption. MPEG has now developed a standard called omnidirectional media format 

[b-ISO/IEC 23090-2] which intends to standardize the storage and transmission of VR content, 

mainly for 360° videos. There are multiple media profiles supported, one of which divides the entire 

360° video into independently coded tiles that the HMD has to recompose into the image from the 

tiles required according to the user's viewing directions. 

7.2.2.5 Bitrate 

Bitrate is the number of audio or video bits that are conveyed or processed per unit of time. Bitrate 

serves as a more general indicator of quality. Higher resolution, higher frame rates and lower 

compression usually lead to an increased bitrate under the same encoding environment. 

7.2.2.6 Resolution 

Video resolution represents the number of distinct pixels contained in the video content that can be 

displayed in each dimension. Resolution of a video should be compatible with the resolution of the 

display device, otherwise the video resolution might have to be reduced or cannot even be displayed. 

Higher resolution for VR is required as compared with 2D video in order to have similar visual quality 

because pixels are spread in a 360° viewing sphere around the viewer. Depending upon the field of 

view of the HMD, a viewer sees around 25% of the total pixels. For example, if a 4K video is shown 

to a user in an HMD, it would appear as if the user were watching a 1K video. In order to provide a 

4K experience to the viewers, 16K video should be displayed. 

7.2.2.7 Frame rate 

Frame rate indicates the frequency at which consecutive images, called frames, are displayed. For 

improving the QoE, the frame rate of the VR content should be exactly the same as the refresh rate 

of the HMD's display. Playing back the content in a frame rate not matching the panel's refresh rate 

leads to artefacts such as frame fluctuation, frame drops and frame manipulation using black frame 

insertion. These artefacts mostly lead to jerkiness, which leads to a lower QoE [b-Hofmeyer]. 

The frame rate in VR services has higher requirements than normal 2D video services because 

jerkiness in the motion may lead to simulator sickness in the VR environment. Frame rate is even 

more demanding for VR gaming applications where scenes are rendered by a graphic processing unit 

(GPU) instead of those created by video cameras. 

In the area of 360° videos, applying motion interpolation to contents with a lower frame rate than the 

HMD's display refresh rate is a suitable method for increasing the QoE. This especially applies to 

videos with a higher amount of motion. (See [b-Hofmeyer] and [b-Fremerey].) 
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7.2.2.8 Audio sample rate 

The sample rate is the number of samples of audio carried per second, measured in hertz (Hz). In VR 

services, this factor has no difference from the traditional streaming services. 

7.2.2.9 Coding delay 

As the codec standards only describe the algorithmic decoding procedure and profile features, there 

are still many options in selecting coding modes and parameters when designing a system. VR related 

applications typically require low and even extremely low delay. Therefore, how to effectively reduce 

the coding delay which contributes to the final end to end delay should be considered. Extremely low 

coding delays will also satisfy the need to synchronize audio and video presentation. 

Perceptual thresholds exist for television (TV) broadcasting (e.g., [b-ITU-T J.248]), but VR brings 

new challenges due to the immersive experience and sensorimotor coupling in six DoF where 

additionally synchronizing the rendered content with self-movement is essential. Perceptual 

thresholds in six DoF scenarios are topics for future study. 

7.2.3 Network/transmission related factors 

Network/transmission related factors only exist in online VR services. 

7.2.3.1 Delay 

In VR environments, stringent latency requirements are of utmost importance for providing a pleasant 

immersive VR experience. Delay includes queuing delay, over-the-air delay and buffering delay. 

Delay is usually the main reason for high motion-to-photon latency leading to simulator sickness (see 

clause 7.1.2). It is also the cause of presentation quality degradation, e.g., long initial loading delay 

and stalling. Some VR services may offload computing tasks, such as rendering capability, to remote 

cloud servers to significantly relieve the computing burden from the user's HMDs, which is at the 

expense of incurring additional communication delay. 

The influence of resolution, bandwidth and network round-trip delay on QoE aspects of tile-based 

streaming of 360° videos was studied in [b-Singla-2]. These experimental results showed that 

lowering delay by up to 50 ms has a minimal effect on QoE ratings. The video quality degrades 

significantly for higher values (>100 ms) of delay. The effect of network delay on the simulator 

sickness scores cannot be seen. This may be explained by the fact that the background is always 

visible in the low resolution and always moves consistently with head motion [b-Singla-2]. 

7.2.3.2 Bandwidth 

Immersive experience with VR streaming application requires a lot of data. If the required bandwidth 

is not guaranteed for specific VR applications, the quality of the content will be degraded during 

network transmission. That is, congestion can cause long delays and packet loss which can then 

degrade the perceived immersive QoE of the VR system. 

7.2.3.3 Loss 

The impact of packet loss on the VR experience depends on the method of transmission. In reliable 

transmission protocols, packet loss incurs packet retransmissions which increase the overall delay. 

With unreliable transmission, packet loss may result in the loss of parts of frames or entire frames 

and thus degrade audiovisual quality, which may be presented as phenomena such as video freezing 

and tiling artefacts. 

7.2.4 Hardware related 

Hardware plays an important role in creating an immersive experience for users. VR hardware 

comprises HMDs, headphones, haptic feedback devices, input controllers and tracking systems with 

various possibilities to bring real-world objects into the VR domain. 
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7.2.4.1 Head-mounted display 

Unlike traditional terminal devices, HMD wearing comfort may also greatly impact the final VR 

QoE. To improve this, it is important to consider device weight, size, heat dissipation, resolution, 

refresh rate, etc. 

7.2.4.2 Headphones 

The frequency response of headphones, when used, is a factor that affects QoE. Neutral headphones 

or headphones whose frequency response have been compensated may be able to better convey the 

spatial audio experience of the listener. Additionally, the ability to block outside noise may be of 

importance for VR, with closed headphones or in-ear headphones being best suited for this. However, 

the use of such headphones that entirely block outside noise may cause the user to feel disoriented in 

their real environment and may be a safety hazard. 

7.2.4.3 Decoder performance 

The decoder capability has an impact on the overall resolution of the video to be transmitted and 

decoded in the display device, whether high definition (HD) or ultra high definition (UHD), and thus 

decides the final resolution of the video that could be displayed to the user. In addition, codec support, 

e.g., [b-ITU-T H.264] or [b-ITU-T H.265], is also important since different codecs have different 

decoding performances. 

The codecs supported by the decoder should be compatible with the encoder; otherwise, the content 

may not be displayed correctly. 

The number of decoders determines the number of streams the device is capable of decoding, e.g., 

if streams are separately encoded when tiled streaming is applied. 

Compared with those implemented in software, decoders implemented in hardware have much faster 

performance when decoding the same content, which contribute less delay to VR media processing 

and lead to a better QoE. 

Some decoders may also have some error correction mechanisms that are capable of fixing errors that 

may occur during transport or encoding. This can also increase the QoE of the final VR experience. 

7.2.4.4 Head tracking 

To enable interaction between users and the environment, it is important to obtain the positions and 

motion information of users. This is usually done, for example, by the inertial measurement unit 

implemented inside the HMD. Typical devices use combinations of accelerometers, gyroscopes and 

sometimes magnetometers to track objects' motions. 

There are two tracking technologies that are used thus far: outside-in and inside-out. Outside-in 

tracking indicates that the headset and accessories rely on some external devices, e.g., a lighthouse 

sensor or computer display. It has more accuracy and better latency than an inside-out unit but is 

limited by the environment. Inside-out tracking does not rely on external devices. It uses the HMD 

sensor to determine how the position is changing in relation to the external environment. 

Low head-tracking latency and back tracking accuracy are certainly important attributes to provide a 

smooth change of view for the user, while long head-tracking latency induces discomfort and loss of 

immersive experience. 

7.2.4.5 Field of view 

FoV is the extent of the observable environment at any given time. With a wider FoV, a user is more 

likely to feel at-the-scene in the experience. FoV is the solid angle that is visible by a human through 

the HMD lenses. When it comes to VR FoV, the limiting factor is the lenses, not the pupils. To get a 

better FoV, the user can either move closer to the lenses, as is the case with VR HMD lenses, or 

increase the size of the lenses [b-VR Lens Lab]. 
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While a wide FoV can increase immersion, it can also more easily cause simulator sickness to certain 

individuals. This is mainly because some people are sensitive to the flickers or movements of images, 

and also because the large visual input brought from large FoV may cause conflicts with the vestibular 

and proprioceptive systems. 

Therefore, FoV is an important parameter that helps evaluate to what extent a VR device could create 

an immersive experience. 

7.2.4.6 Display resolution 

Display resolution is a basic attribute of the screen that indicates the pixels per inch that a screen 

supports. An appropriate screen resolution, relative to the resolution of viewpoint shown in the HMD, 

would provide the best and most comfortable experience. 

Pixel per degree (PPD) is a core technology specification that is better suited for measuring the pixel 

density of a VR near-eye display rather than the more traditional pixel per inch (PPI) value. Typically, 

the higher the PPD, the better of the image quality will be. A lower PPD may result in the screen-

door effect. 

7.2.4.7 Refresh rate 

The refresh rate is the number of times per second that a display grabs a new image from the GPU. 

A lower refresh rate can contribute to increased processing latency and lead to VR sickness, i.e., 

viewing glitches on the screen. 

7.3 Context influencing factors 

Context influencing factors are related to the setting or situational property which influences a user's 

environment in terms of direct influences on the signals presented to the user (audio, video, etc.), the 

goals connected to a certain system usage and the impact on the user’s expectations. 

7.3.1 Physical context 

Physical context factors are related to the environment where a user is experiencing the VR services. 

Background noises may affect the user's experience. In addition, the experience of the user may differ 

depending on whether the HMD device is wireless or connected to a stationary processing device, 

e.g., a PC, which could restrict movement and the possibilities to explore a VR scene. Room lighting 

may not affect users' experience as much when using HMDs as compared with traditional video 

environments since the devices are close to their eyes. The ambient temperature of the room in which 

the user is engaged with the VR service affects the QoE. Normally, the room temperature is set to a 

typical room temperature to which the user is accustomed, so that they will feel comfortable enough 

not to get distracted. However, in some cases, the room temperature can be modulated to approximate 

the virtual world in order to achieve the best immersive experience. For example, if a user is immersed 

in a VR skiing scene, they may have a better sense of 'being there' when the room temperature is cold 

enough to make them feel as if they are in the real world, as simulated in the VR scene. 

The amount of sunlight entering the environment can also affect VR QoE. Only a low amount or 

ideally no direct sunlight should enter the environment. The infrared light could influence the 

performance of the HMD's tracking system, which could lead to picture outages and other errors. 

Furthermore, the respective safety features of the provided HMD system (such as virtual walls or a 

pass-through mode using cameras) should be activated to avoid any collisions of the VR user with 

their physical environment. Ideally, a second person who is not participating in the VR services 

should pay attention to the physical actions of the user consuming the VR service. 

7.3.2 Temporal context 

Temporal context factors include the frequency and duration of use. A VR device may not be able to 

support long usage periods. Over time, simulator sickness symptoms such as dizziness, loss of spatial 
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awareness, nausea and eye soreness typically become worse as the duration of use increases. These 

effects will greatly reduce the QoE. 

7.3.3 Social context 

Social context factors include considerations such as VR content popularity and how VR services are 

consumed (i.e., alone or in a group). A user may be affected by the interaction with a group of other 

people, e.g., their family, friends or even strangers. For example, co-located co-viewing or co-playing 

may increase a user's overall satisfaction with a program. This may also hold true for VR services, 

especially for social VR, in which people use a virtual reality platform to form synthetic societies 

which contain avatars connected to real people to simulate the physical world. To what extent this 

factor affects the overall QoE of VR services requires further investigation. 

7.3.4 Task context 

VR experience depends on the goals of the user of the VR service. These factors are called task 

context factors. For example, if the task is formal, the participants may pay specific attention to some 

aspects of perceived influence, while they may ignore such experience when doing a relatively casual 

task. Additionally, the QoE for streaming-type VR, e.g., 360° VR, would be quite different from 

gaming VR or social VR. For the former, users may have less tolerance towards video impairments. 

For the latter, users may have less tolerance towards bad interaction experience. 
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Appendix I 

 

Virtual reality services use cases 

(This appendix does not form an integral part of this Recommendation.) 

Generally, VR applications can be divided into two types, online and offline: 

– Online VR: VR applications of this type work either partially or primarily through the 

Internet or another computer network. In this case, VR content is streamed from a server at 

the time when the user is using it. Obviously, any network delay occurring in this type of VR 

application may affect the experience of users. However, it can save the local storage of VR 

terminal devices and expand the range of content that the user can experience. 

– Offline VR: VR applications of this type work offline. To do this, users need to download 

the VR content completely to their devices in advance. While running these applications there 

are usually no network delay issues and no requirement for network bandwidth. However, 

the content that the user can experience is limited by the capacity of a local storage device. 

Offline VR services are not in the study scope of this Recommendation. 

I.1 Use scenario 

There are many different types of VR services. Five types are listed in this clause. 

I.1.1 Live 

Live VR is broadcast in real time, as events happen, in the present. The difference between the 

traditional live program and live VR is that live VR is panoramic and interactive. Live VR can provide 

an immersive experience of attending the live event at the event venue. The live 360° VR described 

in [b-ITU-T H.430.3] is a service of this type, which constructs 360° panoramic view in real time via 

multiple cameras feeds from the site. Users can observe the live event with proper VR HMDs that 

constantly process and stitch multiple images to project the real world. 

Live VR services require extremely stringent delay so that users can smoothly change the viewpoints 

when watching it. Live VR services also require UHD resolutions to make users feel as if they are in 

the real venue. The bandwidth consumption issue is very challenging when a massive number of users 

consume the live VR service at the same time. Interaction is also an important issue, although in 360° 

VR, only a few actions can be taken, for example, turning your head around. 

I.1.2 Video on demand 

Video on demand (VoD) VR services allow users to select and experience the content at any 

preferable time of their choice rather than a specific broadcast time. Live and VoD VR share the same 

experience. The only difference is that the content of VoD VR is prepared in advance rather than in 

real time. The typical usage could be that some applications offered by some major over the top (OTT) 

providers allow users to watch the entire environment in every scene. 

VoD VR services have the same requirements as live VR for delay issues and video resolutions. The 

bandwidth consumption is relatively smaller than live VR as viewers can consume the same content 

at different times. 

Many VR applications in different industries can be seen as VoD VR services. For example, some 

applications present a user with a cinematic experience with HMD at home and some applications 

use VR for education, but they are all basically VoD VR services. 

I.1.3 Gaming 

VR gaming services allow a user to experience being in a 3D virtual entertainment environment 

through an avatar and interact with the environment during the game. VR gaming services may 
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require more devices other than an HMD. One example is a data glove with small sensors that can 

capture the movements made by the user, which are then interpreted by computers and trigger a 

variety of responses within that space. 

VR game services require extremely sensitive interaction to reach the best experience. Also, the 

immersive experience of ''being there'' where ''there'' is not equivalent to the position of one's own 

body but the place the VR content suggests is what a VR game seeks. Other aspects of gaming 

discussed in [b-ITU-T G.1032] should also be considered. 

I.1.4 Social 

VR social is a service that allows users of the VR platform to form synthetic societies which contain 

avatars connected to real people to simulate the physical world. A typical example would be the 

Facebook of VR which provides new social VR features for Oculus Rift. Users can create a custom 

avatar based on photos from their profile and spend time with other people in a virtual space. 

Like a VR game, VR social also requires extremely sensitive interaction so that users feel as if they 

are in a real world. Non-synchronized movement of these synthetic avatars with actual human motion 

will result in a very bad experience for users of the services. 

I.1.5 Shopping 

In addition to the VR services listed in this clause, there are other applications which may be 

promising in the future when using VR devices. For example, VR shopping could allow users to 

purchase items through a VR headset by virtually transporting themselves to international retail 

outlets, enabling them to experience the entire shopping experience from finding products to payment. 

VR shopping is similar to VR VoD, which records the content in advance, but requires more 

interaction and less data consumption than VoD streaming VR. 

  



 

16 Rec. ITU-T G.1035 (11/2021) 

Appendix II 

 

Tile-based streaming 

(This appendix does not form an integral part of this Recommendation.) 

In tile-based streaming, only the field of view is transmitted in the highest quality and rest of the video 

is transmitted in lower quality. Based on the client, this can be divided mainly into two categories: 

1) Full delivery basic: In this method, the base layer is always available in the low resolution 

and high-resolution tiles are only available for the current field of view/viewport. When a 

user changes the viewing direction, the player software finds which of the tiles are in current 

viewport and fetch those tiles from the network [b-Brandenburg]. 

2) Full delivery advanced: In this method, the tiles that belongs to the user's viewport are sent 

in higher quality. In addition, the user head motion is continuously predicted to find where 

the user's viewport will be in future. These corresponding tiles are requested in a higher 

quality at the time when it is expected that the user will move into a specific direction 

[b-Mario]. 
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