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ITU-T Recommendation G.1020 

Performance parameter definitions for quality of speech and other voiceband 
applications utilizing IP networks 

 

 

 

Summary 
The transmission of speech and other voiceband applications over packet networks brings with it 
new, sometimes unique forms of quality degradation. There are many existing definitions for packet 
network performance parameters, yet the desire to control the quality of non-elastic isochronous 
applications requires additional, complementary information. The purpose of this Recommendation 
is to define packet network and terminal performance parameters that better reflect the perceived 
quality of the target applications. It is largely focused on quality impairments resulting from delay 
variation and packet loss which are peculiar to IP and other packet-based technologies, and which do 
not appear in traditional TDM networks. It discusses the interactions and trade-offs among these 
packet impairments, and describes mechanisms such as de-jitter buffers and packet loss concealment 
for reducing their effects on the quality of speech and other applications. However, this 
Recommendation avoids overlap by making reference to existing definitions wherever possible. 

The parameters defined by this Recommendation extend beyond the IP layer in many cases. 
End-to-end packet system (combination of end terminals and network) parameters are also necessary 
to determine the speech/voiceband quality. Clauses 5, 6 and 7 collect the parameter definitions for 
source terminals, packet networks, and destination terminals (with overall parameters), respectively. 
Appendix I provides information on packet loss distributions and packet loss models. Appendix II 
gives an example adaptive de-jitter buffer emulator. 

 

 

Source 
ITU-T Recommendation G.1020 was approved on 13 November 2003 by ITU-T Study Group 12 
(2001-2004) under the ITU-T Recommendation A.8 procedure. 
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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 
telecommunications. The ITU Telecommunication Standardization Sector (ITU-T) is a permanent organ of 
ITU. ITU-T is responsible for studying technical, operating and tariff questions and issuing 
Recommendations on them with a view to standardizing telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, 
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on 
these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 
prepared on a collaborative basis with ISO and IEC. 
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other obligatory language such as "must" and the negative equivalents are used to express requirements. The 
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Introduction 
The transmission of speech and other voiceband applications over packet networks brings with it 
new, sometimes unique forms of quality degradation. There are many existing definitions for packet 
network performance parameters, yet the desire to control the quality of non-elastic isochronous 
applications requires additional, complementary information. The purpose of this Recommendation 
is to define packet network and terminal performance parameters that better reflect the perceived 
quality of the target applications, extending beyond the IP layer in many cases. End-to-end packet 
system (combination of end terminals and network) parameters are also necessary to determine the 
speech/voiceband quality, and this Recommendation defines them as well. 
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ITU-T Recommendation G.1020 

Performance parameter definitions for quality of speech and other voiceband 
applications utilizing IP networks 

1 Scope 
This Recommendation defines a set of performance parameters for packet networks and end 
terminals that can assist in quantifying the end-to-end quality of speech and other voiceband 
applications. It is largely focused on quality impairments resulting from delay variation and packet 
loss which are peculiar to IP and other packet-based technologies, and which do not appear in 
traditional TDM networks. It discusses the interactions and trade-offs among these packet 
impairments, and describes mechanisms such as de-jitter buffers and packet loss concealment for 
reducing their effects on the quality of speech and other applications. 

This Recommendation recognizes existing performance parameter definitions, and avoids 
duplication. Many factors that determine the quality of speech and voiceband applications are 
common to both TDM and IP-based networks, and are addressed in existing Recommendations. In 
the parlance of ITU-T Rec. I.350, the scope of this Recommendation is limited to the information 
transfer function of the 3 × 3 matrix, and only to the bearer channel. Call processing aspects of 
connection access and disengagement (e.g., dialtone delay and post-dialling delay) are not 
considered in this Recommendation. Furthermore, this Recommendation does not specify numerical 
objectives for packet networks or end terminals, although this will be the subject of follow-on work. 

Figure 1 illustrates this scope, along with some other specifications with their areas of coverage. 
This Recommendation only defines parameters that describe packet terminal and packet 
transmission impairments that are unique to speech and voiceband application quality assessment. 
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Figure 1/G.1020 – Scope of ITU-T Rec. G.1020 as it relates 
to other performance specifications 

Note that the number of IP networks between terminals is not limited in these definitions. 

Other ITU-T Recommendations supplement the parameters provided in this Recommendation. For 
example, transmission planning over hybrid Internet/PSTN connections is covered in ITU-T 
Rec. G.177. Still, other Recommendations specify such parameters in the context of assessing the 
performance of IP packet transfer on international data communication services (e.g., ITU-T 
Rec. Y.1540). Network performance objectives for different QoS classes of IP-based services are 
described in ITU-T Rec. Y.1541, and end-to-end one-way delay objectives are specified in ITU-T 
Rec. G.114. 

New Recommendations that complement ITU-T Rec. G.1020 are anticipated. Call processing 
aspects of the connection are in development. The ITU-T is also currently working on new 
Recommendations dealing with situations where the network is mainly an IP network with islands 
of PSTN, and where the network is mainly a PSTN network with islands of IP. Finally, there is 
ITU-T work to specify the performance objectives for VoIP terminals and gateways, and the 
methods to assess the performance by measuring metrics related to the end-to-end quality of VoIP. 

The definitions of packet transmission parameters that are unique to ATM networks are explicitly 
out of the scope of this Recommendation. 

This Recommendation should be particularly useful to those new to the area of Voice over IP 
(VoIP) who want to gain a better understanding of the factors affecting the quality of these 
telecommunication systems. Developers of telecommunication equipment can use the parameters 
defined in this Recommendation to specify relevant aspects of their contribution to end-to-end 
performance. Service providers can use these parameters to effectively summarize performance of 
IP network solutions. 
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2 References 
The following ITU-T Recommendations and other references contain provisions which, through 
reference in this text, constitute provisions of this Recommendation. At the time of publication, the 
editions indicated were valid. All Recommendations and other references are subject to revision; 
users of this Recommendation are therefore encouraged to investigate the possibility of applying the 
most recent edition of the Recommendations and other references listed below. A list of the 
currently valid ITU-T Recommendations is regularly published. The reference to a document within 
this Recommendation does not give it, as a stand-alone document, the status of a Recommendation. 

– ITU-T Recommendation G.107 (2003), The E-model, a computational model for use in 
transmission planning. 

– ITU-T Recommendation G.113 (2001), Transmission impairments due to speech 
processing. 

– ITU-T Recommendation G.114 (2003), One-way transmission time. 
– ITU-T Recommendation G.177 (1999), Transmission planning for voiceband services over 

hybrid Internet/PSTN connections. 

– ITU-T Recommendation I.356 (2000), B-ISDN ATM layer cell transfer performance. 

– ITU-T Recommendation P.51 (1996), Artificial mouth. 

– ITU-T Recommendation P.57 (2002), Artificial ears. 

– ITU-T Recommendation Y.1540 (2002), Internet protocol data communication service – 
IP packet transfer and availability performance parameters. 

– ITU-T Recommendation Y.1541 (2002), Network performance objectives for IP-based 
services. 

3 Definitions 
This Recommendation defines the following terms: 

3.1 ear reference point: A virtual point for geometric reference located at the entrance to the 
listener's ear, traditionally used for calculating telephonometric loudness ratings [P.57]. 

3.2 terminal input measurement point: A measurement point in the physical medium 
connecting a terminal to an IP network that is crossed as IP packets leave the IP network and enter 
the terminal. This measurement point is as close to the terminal as possible. 

3.3 IP terminal: An endpoint device intended for connecting to an IP network to support 
speech communications. These devices can be dedicated (e.g., a telephone set) or general purpose 
(e.g., a computer running an application that performs the terminal function). 

3.4 terminal output reference point: A measurement point in the physical medium connecting 
a terminal to an IP network that is crossed as IP packets leave the terminal and enter the IP network. 
This measurement point is as close to the terminal as possible. 

3.5 de-jitter buffer: A buffer designed to remove the delay variation (i.e., jitter) in packet 
arrival times. Data is put into the de-jitter buffer at a variable rate (i.e., whenever they are received 
from the network), and taken out at a constant rate.  

3.6 mouth reference point: The point on the reference axis, 25 mm in front of the lip plane 
[P.51]. 

3.7 real-time signal: A signal accurately representing acoustic or electrical signals in the time 
domain. 
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3.8 receive electrical reference point: An electrical point of reference that is equivalent to the 
ear reference point from a terminal delay measurement perspective. 

3.9 send electrical reference point: An electrical point of reference that is equivalent to the 
mouth reference point from a terminal delay measurement perspective. 

4 Abbreviations 
This Recommendation uses the following abbreviations: 

ADC Analogue-to-Digital Converter 

ATM Asynchronous Transfer Mode 

DAC Digital-to-Analogue Converter 

DSCP Differentiated Services Code Point 

Dst Destination 

HDLC High-level Data Link Control 

IETF Internet Engineering Task Force 

IP Internet Protocol 

IPErr Errored IP Packet Count 

IPv4 Internet Protocol version 4 

IPv6 Internet Protocol version 6 

IPER IP Packet Error Ratio 

IPLR IP Packet Loss Ratio 

IPPM IP Performance Metrics working group 

IPRE IP packet transfer Reference Event 

IPSLB IP Packet Severe Loss Block 

IPSLBR IP Packet Severe Loss Block Ratio 

IPTD IP Packet Transfer Delay 

MAPDV2 Mean Absolute Packet Delay Variation 2 

NA Not Available 

PSTN Public Switched Telephone Network 

QoS Quality of Service 

RFC Request For Comments 

RSVP-TE Resource Reservation Protocol – Traffic Engineering 

RTP Real-time Transport Protocol 

RTPErr Errored RTP Packet Count 

RTCP Real-time Transport Control Protocol 

SPR Spurious Packet Ratio 

Src Source 

TDM Time Division Multiplex 

UDP User Datagram Protocol 
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UDPErr Errored UDP Packet Count 

UNI User-Network Interface 

5 Source terminal packet parameters 
This clause gives the relevant sending terminal packet parameters that have a direct effect on 
perceived speech and voiceband application quality. Figure 2 indicates the positions of 
measurement points and system components. 

5.1 Analogue/digital conversion clock accuracy (free-running) 
The relative frequency offset of a clock may be specified as: 

  
nominal

nominalmeasured

nominal f
ff

f
f −

=∆  

The measured frequency error should be minimized, and use of an atomic frequency reference for 
measurement is preferred (the nominal frequency should be as close to ideal as practical). 

The long-term (or end-of-life) accuracy of the clock oscillator technology (e.g., quartz crystal) may 
also be given if known, as it establishes an upper bound on the frequency offset. 

For example, assume that the nominal frequency of the analogue/digital conversion oscillator is 
8000 Hz. A measurement on the source terminal oscillator indicates a frequency of 8000.0027 Hz. 
The relative frequency offset is then 0.0027/8000 = 3.38 × 10–7. Disciplined quartz oscillators can 
usually achieve offsets of 1 × 10–6 based on their accuracy specifications. 

Note that it should be possible to infer the sending clock frequency from measurements of the 
source packet rate (under favourable circumstances, for example, when silence suppression is 
disabled). This would permit a measurement using externally available signals. The method is for 
further study. 
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Figure 2/G.1020 – Source terminal diagram and reference points 
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5.2 Packet information field size 
The Packet information field size specifies the amount of encoded voiceband waveform that a 
packet contains. This size must be expressed unambiguously, using as many of the following units 
of measure as necessary: 
1) The number of 8-bit octets of encoded voiceband signals and supporting information 

(e.g., bit associated with forward error correction to aid packet loss concealment, or bits 
associated with encryption). 

2) The number of encoder frames (the specific encoder and native frame size must also be 
specified). 

3) The amount of continuous waveform time represented by the encoded bits in the field. 

Typical information fields contain one or two encoder frames and combine 10 or 20 ms of 
waveform time in a single packet. Annex A/G.114 provides guidance on the calculation of delay for 
various coders and packet information field sizes. 

5.3 Packet overhead 
The total octets appended to the packet information field should be counted separately for each 
protocol layer header. The total octets dedicated to non-information headers may be counted as the 
packet exits the terminal output reference point, therefore, including the effects of header 
compression, if any. The octet size of packets dedicated to media flow control, status/performance 
reports (e.g., RTCP), or other non-media carrying packets should be counted separately. Some 
typical overhead contributors are (in octets): 

RTP 12  UDP 8  IPv4 20  IPv6 40 

HDLC Encapsulation 8  Flag 1 

5.4 Source terminal delay 
The source terminal delay is the interval defined by the time that a signal enters the mouth reference 
point and the time that the first bit of the corresponding encoded, packetized signal exits the 
terminal output reference point. When appropriate, the send electrical reference point may be 
substituted for the mouth reference point. By definition, the source terminal delay includes the 
entire packetization/depacketization time, and test waveforms and methods must retain sufficient 
information to assess packetization time variability due to alignment between the test signal and the 
packet boundaries. For example, the test signal must be of sufficient length to span packet 
boundaries, permitting boundary identification in time. The portion of the signal that is carried by 
the earliest part of the packet payload should be used. 
NOTE – This delay will include source terminal delay variation if present, and appropriate statistics should 
be applied to summarize the variation. 

5.5 Source terminal delay variation 
The fundamental notion of a 1-point delay variation parameter is the comparison between the actual 
packet emission pattern and the intended (usually periodic) emission pattern. Some variations of 
this definition include a "skipping clock" adjustment, as in ITU-T Rec. I.356. 

The source terminal delay variation is defined as the time difference between the first bit of a packet 
emission at the terminal output reference point and the ideal periodic reference time. For the first 
packet in a flow, the ideal periodic reference time is set equal to the emission time. Subsequent 
packets emissions are compared to this periodic time reference, as shown below: 
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  )__()_(Variation Delay  Terminal Source npacketreferencetnpackett −=  

where t(reference_packet_n) is the emission time of packet_n of the ideal periodic reference stream. 
The time interval of measurement, along with appropriate statistics, should be provided. 
NOTE – Long interval measurements may include the undesired effects of source frequency offset. Variation 
due to source frequency offset should be noted and removed as a measurement error, when possible. 

6 Packet network performance parameters 
Standards for IP layer packet transfer performance (see e.g., ITU-T Recs Y.1540, Y.1541 and IETF 
RFCs 2330, 2678 through 2681, 3357 and 3393) include the following parameters: One-way 
transfer delay, delay variation, and packet loss. These parameters must be mapped to the application 
layer to adequately estimate user impact. 

6.1 Summary of network performance parameters 
Table 1 summarizes the IP network performance parameters relevant to this Recommendation, and 
the relationships among network and terminal parameters that form the basis for overall system 
parameters. Reading left to right, each row identifies a parameter and indicates how it may be 
combined with other parameters to derive a specific overall performance parameter for one aspect 
of the end-to-end or user-user quality (although the exact formulas are given in later clauses). 

Table 1/G.1020 – Summary of IP network performance parameters and mapping to 
overall/user-user parameters 

IP network parameter (Note) Translation to overall Overall parameter 

Transfer delay (IPTD, mean) IPTD + Src delay + Dst delay Mean user-user delay 
Delay variation (IPDV, 99.9%tile 
minus the minimum) 

Combine with Src delay variation 
distribution 

Contributes to Dst delay, or audio 
frame loss 

Delay jump (possibly captured by 
RFC 3393, for example) 

May come from network 
path/facility change, or may only 
appear at de-jitter buffer output 

Audio time-scale discontinuity 

Errored packet (headers) IPErr + UDPErr + RTPErr ⇒  Audio frame loss (packet or 
codec frame discard) 

Reordered packet 
(Appendix VII/Y.1540) 

(may be considered lost) ⇒ Audio frame loss 

Lost packet IP loss + (all audio defects) ⇒ Audio frame loss (pre-
concealment) 

IP severe loss block (IPSLB) (depends on block duration) Call cut-off 
Loss patterns (e.g., RFC 3357) Complete stream loss/arrival ⇒ Burst length/Consecutive loss 

Packet rate (inferred from other 
system characteristics) 

Difference of source and 
destination terminal ADC and 
DAC oscillators 

System frequency offset (relative 
to destination) 

NOTE – From ITU-T Rec. Y.1540, unless noted. 

6.2 Additional network parameters recommended 
All the fundamental single packet outcomes are defined in ITU-T Rec. Y.1540 (and IETF RFCs 
listed in Bibliography). However, it is possible to derive additional parameters of interest when 
streams or flows of packets are considered, as in VoIP planning and measurement. 



 

8 ITU-T Rec. G.1020 (11/2003) 

6.2.1 Consecutive packet loss event 
For cases where successive packets, sent in a periodic stream (according to RFC 3432, for 
example), are designated as lost according to the definition of lost packet outcome in ITU-T 
Rec. Y.1540, then the length of the event should be specified as the number of packets lost in 
sequence. This length should be recorded separately for each event. Following a measurement 
encountering multiple consecutive loss events, the count for each event length should also be 
recorded. Sequence numbers contained in packet headers may assist this measurement. 

6.2.2 Degraded second 
A degraded second outcome occurs for a block of packets observed during a 1-second interval when 
the ratio of lost packets at the egress UNI to total packets in the corresponding second interval at the 
ingress UNI exceeds D%. Sequence numbers and timestamps contained in packet headers may be 
used to aid in this measurement. 

The value of D is provisionally set at 15%, and may change on the basis of further experience or 
study. For example, if a flow of packets at 50 packets per second is impaired by 8 losses (16%), 
then the quality will be degraded whether the losses are consecutive or distributed throughout the 
second. 

6.2.3 Short-term IP delay variation/jitter quantification 
The following clauses provide two approaches to short-term jitter quantification. When the 
distribution of delays over short intervals is available, then the first approach, based on short-term 
range is recommended. However, if the complete time series of delay variation is known, then the 
approach based on mean absolute packet delay variation may provide additional information. 

6.2.3.1 Approach based on short-term range 
This definition is consistent with Appendix II/Y.1541. 

Short-term IP delay variation is defined as the maximum IPTD minus the minimum IPTD during a 
given short measurement interval. 

  minmaxTermShort IPTDIPTDIPDV −=_  

where: 
 IPTDmax is the maximum IPTD recorded during the short measurement interval; 
 IPTDmin is the minimum IPTD recorded during the short measurement interval. 

This is a simple and fairly accurate method for calculating IPDV in real-time. The length of the 
short measurement interval is for further study. The measurement interval influences the ability of 
the metric to capture low and high frequency variations in the IP packet delay behaviour. 

To be consistent with other parameter definitions in this Recommendation, a measurement interval 
of 1 second is provisionally agreed. 

Many values of IPDVShort_Term are measured over a longer time interval (comprising many short 
measurement intervals). The 99.9th percentile of these IPDVShort_Term values is expected to meet the 
Y.1541 objective of 50 ms (note that this objective was established for a 1-minute measurement 
interval and the percentile is evaluated on a per-packet basis, assuming a 50-packet per-second 
sending rate or higher). 

As an example, assume 1200 one-second measurements of IPDVShort_Term, collected over 
20 minutes. If two or more measurements of IPDVShort_Term exceed 50 ms, then the Y.1541 objective 
may not have been met during a few intervals, and a more exact evaluation of the objective is 
warranted. 



 

  ITU-T Rec. G.1020 (11/2003) 9 

6.2.3.2 Approach based on mean absolute packet delay variation 
An alternative approach is to determine the mean absolute packet delay variation with regard to a 
short-term average or minimum value – termed here the adjusted absolute packet delay variation. 
This may provide a more meaningful relationship to de-jitter buffer behaviour. 

The short-term jitter is computed for current packet (i) whose delay is designated ti. Packet (i) is 
compared to a running estimate of the mean delay (using the 16 previous packet delays), and 
assigned either a positive or negative deviation value. 
  mean delay Di = (15×Di-1 + ti-1) / 16 
  positive deviation Pi = ti – Di if ti > Di (Ni is NA) 
  negative deviation Ni = Di – ti if ti < Di (Pi is NA) 
  if ti = Di then Pi is NA and Ni is NA 

We compute mean absolute packet delay variation 2 (MAPDV2) for packet (i) as: 
  MAPDV2 = mean(Pi) + mean(Ni) 

where mean(Pi) is the overall P including the current packet. 

7 Destination terminal and overall packet parameters 
This clause gives the relevant destination terminal packet parameters that have a direct effect on 
perceived speech and voiceband application quality, and a set of overall packet parameters. Figure 3 
indicates the positions of measurement points and system components. 
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Figure 3/G.1020 – Destination terminal components 

7.1 Discussion of destination packet processing 
Figure 4 depicts the process through which IP packet parameters/impairments (transfer delay, delay 
variation, and packet loss and errors) can be mapped to application layer performance in terms of 
overall loss and delay. 
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Figure 4/G.1020 – Mapping IP packet performance to application layer 

At the bottom of the figure, packets arrive with various impairments due to the source terminal and 
network(s), or never arrive (lost). The arriving packets are processed as they move up the protocol 
stack to remove as much impairment as possible. We show that some forms of impairment (errors, 
jitter) map into other impairments (overall loss, overall delay). 

Figure 4 captures the trade-off between application level delay and loss as a threshold on the range 
of delay variation based on the size of the de-jitter buffer. Packets with delay variation in the 
"white" range are accommodated, while packets with larger variation (in the "black" range) would 
be discarded. A larger de-jitter buffer can accommodate packets with greater delay variation, hence, 
fewer packets would be lost overall at the expense of larger overall delay. Conversely, a smaller 
de-jitter buffer will produce less overall delay, but expose a larger fraction of packets to be 
discarded by the terminal and increase the overall loss. 

7.2 Taxonomy of de-jitter buffer types/parameters and models 
There are two main types of de-jitter buffers, fixed length and adaptive length. De-jitter buffers can 
be constructed in many different ways, including the following attributes identified in Table 2. The 
values of applicable de-jitter buffer parameters must be known when assessing the performance of a 
system. 
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Table 2/G.1020 – De-jitter buffer types and parameters 

Type Attributes Possibilities 

Fixed (and adaptive) Size (configure 
maximum and 
nominal or minimum) 

Integer number of 
packets 

Fractional number of packets 

Control Timed decay if no 
over/under flow  

Evaluate loss ratio (configure 
lowest acceptable threshold, 
and minimum packet count 
between adjustments) 

Adjustment Timed Silence gaps only 
Initialization First packet Small sample 
Adjustment 
granularity 

Packet size Fraction of packet size 

Restores packet order  Yes No 

Adaptive 

Voiceband data mode Detect 2100 Hz tone, 
set to maximum length 

None 

7.2.1 Destination terminal delay and loss assessment 
The primary contributors to delay are variable sources. This clause illustrates how the de-jitter 
buffer size and network IP packet delay variation overlap, and how one must carefully accumulate 
specific delay statistics to achieve the correct delay totals. 

G.1020_F05

Packetization

Network transfer delaySource delays Other destination delaysDe-jitter buffer 

99.9%-tile  transfer
delay

Minimum transfer
delayMinimum additional

source delay

Accommodates delay 
variation from network 

and source terminal

Minimum/
playout buffer

DSP & other 
queuing

 

Figure 5/G.1020 – Delay of packet networks and network elements 

Figure 5 shows some of the elements of a VoIP path that contribute to end-end delay. At the sender, 
packetization time can be significant. There is usually a variable delay as packets traverse the 
network. At the receiver, the de-jitter buffer exists to accommodate the delay variation and deliver a 
continuous payload stream. We note that packets with the minimum source and network delay 
spend the maximum time in the de-jitter buffer; likewise packets that encounter delays longer than 
the minimum spend less time in the buffer. There is also some minimum amount of time each 
packet must spend in a buffer at the receiver; possibly as long as an entire packet. 

The following subclauses give an overview of the process to combine the IP layer loss and delay 
with the additional contributions from destination terminal higher-layer functions, such as the 
de-jitter buffer. 
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7.2.1.1 Loss 
Depending on the type of de-jitter buffer, there will be some criteria for determining whether or not 
each specific packet in a flow is accommodated or discarded. The result can completely change the 
distribution of overall packet losses. For example, if random bit errors are causing packets to fail the 
UDP checksum, then packet losses will have a random distribution as they proceed to the 
application layer. But, if several consecutive packets experience excessive delays, then the 
additional discards due to the limitations of the de-jitter buffer will make the overall loss 
distribution appear bursty rather than random. Therefore, categorization of the loss distribution must 
take place at the application layer (using techniques such as in Appendix I, or the burst ratio, see 
Appendix I/G.113), before estimation of application performance with tools such as the E-model 
(see ITU-T Rec. G.107). 

There are circumstances where packet order may change during network transfer. Some de-jitter 
buffers are unable to restore order to these reordered packets (ITU-T Rec. Y.1540) and, in this case, 
they are designated as discarded packets. 

7.2.1.2 Delay 
The correct value of buffer delay to combine with the other delays depends on the descriptive 
statistics available. For example, the mean network delay should be summed with the average 
de-jitter buffer occupation time (and other delays) to obtain an overall average delay. This method 
allows for buffer adaptation, needing only the average queuing time for all packets in the 
assessment time interval. On the other hand, if only the minimum network delay is known, it should 
be summed with the maximum de-jitter buffer occupation (or size used, and other delays) to give an 
overall delay. 

We next consider initialization for a fixed-size de-jitter buffer. If the first packet to arrive has the 
minimum transfer delay, then the receiver will buffer the packet for the entire time requested, and 
buffering size will be as expected. Fortunately, many packets arrive at or near the minimum transfer 
time, so this case has a fair likelihood. 

On the other hand, if the first packet has a rather long delay, then more buffer space will be needed 
to accommodate the "early" arrival of packets at or near the minimum transfer time, and the de-jitter 
buffer will contribute more than the expected delay to the overall calculation. 

7.2.1.3 Fixed de-jitter buffer and destination terminal model 
The simplest effective model of loss due to a fixed de-jitter buffer is to designate as discarded all 
packets whose delay is greater than the minimum transfer delay for the packet stream plus the 
(fixed) de-jitter buffer length. 

The following procedure provides a mapping between the IP and application layers, assuming fixed 
length de-jitter buffers for destination terminal performance assessment. 
1) Designate as lost all packets failing the UDP Checksum. 
2) Designate as discarded all packets whose delay is greater than the minimum transfer delay 

for the packet stream plus the (fixed) de-jitter buffer length, or whose delay is less than the 
established minimum. 

3) Sum the mean network delay (IPTD) with the average source and destination terminal delay 
to obtain an overall average delay, OR, sum the minimum source terminal delay and the 
minimum network delay with the maximum destination terminal delay (reflecting the 
maximum de-jitter buffer occupation when network jitter is present, or maximum size 
used). 

In step 2 above, the minimum transfer delay should be evaluated over short intervals (provisionally 
a value of 10 seconds is used). The minimum for the first interval is used throughout, unless the 
short term minimum grows beyond the accommodation range of the buffer. In this case, no packets 
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will be delivered to the upper layers and the de-jitter buffer must be reset to the new minimum, as 
would likely occur in practice. Alternatively, if the short term minimum should fall to a value where 
a high percentage (provisionally 50%) of packets would be designated lost due to early arrival, the 
de-jitter buffer must be reset to the new minimum. 

When calculating the overall impairment contribution of a fixed de-jitter buffer, the distribution of 
delay variation determines the proportion of packets that would be discarded. The distribution of 
packet delays that are accommodated (not discarded) can be used to calculate the mean de-jitter 
buffer occupation delay, as follows: 

Mean occupation delay = [De-jitter Buffer Size] – (Mean Delay of Accom. Packets – Min. Delay) 

This mean delay can be added with other destination terminal delay constants to produce an 
estimate of the mean destination terminal delay. If the exact delay distribution is not available, then 
there is agreement that a value of half the de-jitter buffer size may be substituted for the mean 
occupation delay in calculations supporting network planning. 

If the maximum destination terminal delay is needed in calculations, then the maximum de-jitter 
buffer size can be added with other destination terminal delay constants to produce an estimate of 
the maximum delay. 

7.2.1.4 Adaptive de-jitter buffer model 
The fixed de-jitter buffer in item 2 above may be replaced with an adaptive de-jitter buffer 
emulation, as described in this clause when a time series of packet stream information is at hand. 

The time series of packet arrivals may be used with an adaptive de-jitter buffer emulator to 
determine the buffer size dynamics and the mean de-jitter buffer occupation time (delay) over the 
series. This mean delay can be combined with other destination terminal delay constants to produce 
an estimate of the mean destination terminal delay. 

An example of an adaptive de-jitter buffer emulator is provided in Appendix II. 

7.2.2 Destination terminal delay 
The destination terminal delay is the interval defined as beginning when the first bit of a packet 
representing a waveform signal enters the terminal input reference point and ending when the 
corresponding decoded, depacketized signal exits the ear reference point. When appropriate, the 
receive electrical reference point may be substituted for the ear reference point. 
NOTE – This delay may vary if an adaptive de-jitter buffer is present, and appropriate statistics should be 
applied to summarize the variation. 

Since, by definition, the source terminal delay includes the entire packetization/depacketization 
time, destination terminal packet test signals should be constructed such that they occupy the 
earliest part of the payload. In this way, source and destination terminal delay measurements will be 
conducted at equivalent moments with respect to packetization time. 

7.3 System frequency offset, using destination clock as reference 
The system frequency offset may be assessed by monitoring sequence number increment per unit 
time or accumulated time-stamp offset, and is a measure of the difference between source and 
destination analogue/digital conversion clock accuracy. The relative frequency offset between the 
source and destination clocks may be specified as: 

  
nDestinatio

nDestinatioSource

nDestinatio f
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f
f −
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This frequency offset may be used to determine the rate of buffer overflow or underflow events at 
the destination terminal, usually resulting in additional packet losses, by noting that the fractional 
frequency offset is equivalent to the time shift (∆t) over an observation interval (T). 

  
T

t
f

f
nDestinatio

∆−=∆  

(noting that frequency and time period differences have a negative relationship). For example, 
assume that the source frequency is 7999.997 Hz, the destination frequency is 8000.001 Hz, and the 
de-jitter buffer length is 20 ms. Since the destination's D/A converter clock is reading information 
faster than the source supplies it, the de-jitter buffer will eventually empty, or underflow. At a 
relative offset of 

  7105
001.8000

001.8000997.7999 −×−=−  

(where the minus sign indicates that the source clock pulses occur slower than the corresponding 
pulses at the destination), the time shift equal to the entire de-jitter buffer will accumulate in an 
observation interval of 

  min667sec 000 40
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7.4 Packet loss concealment (type, delay) 
Many standardized speech coders have a native Packet Loss Concealment (PLC), and it is sufficient 
to specify whether or not the PLC is on or off, and account for any additional delay. For example, 
Appendix I/G.711 adds at least 3.75 ms algorithmic delay, and possibly more depending on 
implementation. This PLC may be used with other waveform coders, such as G.726. 

Many forms of non-standardized PLC have emerged in practice, particularly for G.711 and other 
waveform coders. If these are used, the specific PLC algorithm and delay should be specified. 

Note that a PLC that sounds best to human users may not meet the needs of voiceband modem 
carrier detectors. If there is a signal classifier for voiceband data or fax modems, and a special PLC 
is selected to improve their operation on packet networks, then the PLC type and signal 
classification method should be specified. 

7.5 Overall delay (including source, network and destination) 
Following the analysis of the de-jitter buffer and other destination terminal components, as 
described throughout 7.2.1 and illustrated in Figure 5, it is possible to combine them with the delay 
of the source terminal and network(s) to determine the system's overall delay. The following 
formulas are acceptable, and their use is determined by the specific delay statistics available for 
computation. 

When the mean delays for all components are at hand: 

Overall_Mean_Delay = mean(source_delay) + mean(net_delay) + mean(destination_delay) 

As Figure 5 clearly illustrates, the minimum delays for source terminal and network can be 
combined with the maximum destination terminal delay to obtain an estimate using constants: 

Overall Delay (constant) = min(source_delay) + min(net_delay) + max(destination_delay) 

When measured directly, the overall delay is the interval defined from the time that a signal enters 
the mouth reference point and ending at the time when the corresponding signal exits the ear 
reference point (or equivalent reference points). 

One method for direct measurement of overall delay has been documented in Annex B of [B-11]. 
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Several examples of the overall mean delay calculation are present in Appendix III/Y.1541. These 
examples utilize various network configurations and reference terminals with several packet sizes, 
de-jitter buffers, and forms of packet loss concealment. Appendix X/Y.1541 goes on to calculate 
E-model R values for each of these cases [G.107]. 

7.6 Time-scale discontinuities in post-de-jitter and PLC stream 
A time-scale discontinuity is defined as a sudden change in the overall delay, measured from the 
mouth reference point to the ear reference point. This parameter captures how often the user's time 
reference shifts, due to the network path, the de-jitter buffer, or both. 

7.7 Overall (frame/packet) loss (including network and destination) 
This parameter may be expressed in terms of packets, or coder frames. It is important to understand 
the relationship between frame loss and packet loss. For example, when two frames are combined in 
each packet, then every packet lost implies a burst of two frame losses and the decoder/PLC must 
attempt recovery under these more difficult circumstances than the isolated single frame loss. 

7.7.1 Overall (frame/packet) loss ratio 
The overall loss ratio for an evaluation interval is defined as follows: 

_pkt_sent Total
)reorderingDiscarded_– buffer  -jitter - deDiscarded_– _check Lost_error– Lost_net – _sent (Total_pkt–  1

Ratio Loss Overall =
 

7.7.2 Overall (frame/packet) loss model 
In order to assess the impact of losses and discards on VoIP applications, it is useful to consider 
distribution of these impairments over time. Typical approaches include the Gilbert-Elliott model 
and similar Markov-based models. [B-10] specifies the use of a Gilbert-Elliott model to describe 
packet loss and discard distribution and gives an example of a four-state Markov model to derive 
these parameters. Appendix I provides a description of these models, and gives an example of a 
typical packet loss/discard distribution. The typical output parameters are the average gap length 
and loss/discard density, and the average burst length and loss/discard density. 

7.7.3 Overall consecutive (frame/packet) loss event count 
After examining a stream of packets sent according to [B-9], and a set of successive packets have 
been designated as lost or discarded according to all the relevant loss/discard criteria in the overall 
loss ratio parameter, then the length of the event should be specified as the number of packets lost 
in sequence. This length should be specified separately for each event. The count of each event size 
should also be provided as a result. Sequence numbers contained in packet headers may be used to 
aid in this measurement. 

7.7.4 Pitfalls and errors in calculating overall parameters 
One simplified approach to obtain the overall end-to-end delay has been to take the mean IP packet 
transfer delay, and combine it with constants for other elements in the mouth-to-ear path. This 
procedure may produce errors because of variable delays in some terminal components (e.g., the 
de-jitter buffer), or because the variable delay elements are ignored. 

Another potential pitfall would be to use the packet loss ratio as measured by a test receiver that 
allows, for example, 3 seconds before declaring a packet lost, thereby underestimating the loss ratio. 
A typical de-jitter buffer would have much less tolerance for long delays beyond the norm. Hereto, 
knowledge of the de-jitter buffer figures prominently in the mapping between IP packet 
performance and loss at the application layer. 
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Appendix I 
 

Packet loss distributions and packet loss models 

I.1 Introduction 
It is generally understood that packet loss distribution in IP networks is "bursty", however, there is 
less certainty concerning the use of specific loss models and, in fact, some misunderstanding related 
to some commonly used models, for example the Gilbert Model. This appendix outlines some key 
packet loss models, provides some analysis of packet loss data, discusses the degree of "fit" of 
models and data and proposes the use of a 4-state Markov model to represent loss distribution. 

I.2 Common packet loss models 

I.2.1 Historical background 
Much of the early work on loss or error modelling occurred in the 1960's in relation to the 
distribution of bit errors on telephone channels. 

One approach used was a Markov or multi-state model. Gilbert [13] appears to be the first to 
describe a burst error model of this type, later extended by Elliott [10] and [11] and Cain and 
Simpson [6]. Blank and Trafton [3] produced higher state Markov models to represent error 
distributions. 

Another approach was to identify the statistical distribution of gaps. Mertz [17] used hyperbolic 
distributions and Berger and Mandelbrot [2] used Pareto distributions to model inter-error gaps. 
Lewis and Cox [16] found that in measured error distributions there was strong positive correlation 
between adjacent gaps. 

Packet loss modelling in IP networks seems to have followed a similar course, although the root 
cause of loss (typically congestion) may be different to that of bit errors (typically circuit noise or 
jitter). 

I.2.2 Bernoulli or independent model 
The most widely used model is a simple independent loss channel, in which a packet is lost (or bit 
error occurs) with a probability Pe. For some large number of packets N, then the expected number 
of lost packets is N × Pe. The loss probability can be estimated by counting the number of lost 
packets and dividing this by the total number of packets transmitted. 

I.2.3 Gilbert and Gilbert-Elliott models 
The most widely known burst model is the Gilbert model [13] and a variant known as the 
Gilbert-Elliott model [10] and [11]. These are both two state models that transition between a 
"good" or gap state 0 and a "bad" or burst state 1 according to state transition probabilities P01 
and P11: 
i) Gilbert model 

a) State 0 is a zero loss/error state; 
b) State 1 is a lossy state with independent loss probability Pe1. 

ii) Gilbert-Elliott model 
a) State 0 is a low loss state with independent loss probability Pe0; 
b) State 1 is a lossy state with independent loss probability Pe1. 

It is often assumed that the Gilbert model lossy state corresponds to a "loss" state, i.e., that the 
probability of packet loss in state 1 is 1, however, this is incorrect (it would be more proper to 
describe this as a 2-state Markov model). This leads to analysis of packet loss burstiness in terms 
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solely of consecutive loss which misses the effects of longer periods of high loss density. As 
illustrated in [14], these long periods of high loss density can have significant effect on voice over 
IP services. 

For example, consider the following: 

Loss pattern      000001100101010110110000000000000000000 

Correct application of Gilbert Model – burst length 15, burst density 60% 
Incorrect application of Gilbert Model – mean burst length 1.5 packets 

Further examples are given in [21]. 

I.2.4 Markov models 
A Markov model is a general multi-state model in which a system switches between states i and j 
with some transition probability p(i, j). 
A 2-state Markov model has some merit in that it is able to capture very short-term dependencies 
between lost packets, i.e., consecutive losses [1], [4], [15] and [19]. These are generally very short 
duration events (say 1-3 packets in length) but occasional link failures can result in very long loss 
sequences extending to tens of seconds [5]. 

By combining the 2-state model with a Gilbert-Elliott model, it is possible to capture both very 
short duration consecutive loss events and longer lower density events. 
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Figure I.1/G.1020 – 4-state Markov model 

This 4-state Markov model [7] and [12] represents burst periods, during which packets are received 
and lost according to a first 2-state model and gap periods during which packets are received and 
lost according to a second 2-state model. The states have the following definition: 
a) State 1 – packet received successfully; 
b) State 2 – packet received within a burst; 
c) State 3 – packet lost within a burst; 
d) State 4 – isolated packet lost within a gap. 
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For example, using the loss pattern below: 

Loss pattern  000001100101010110110000000000000000000000001000000000 

State   111113322323232332331111111111111111111111114111111111 

It is common to define a gap state with respect to some criteria, for example, a loss rate lower than 
some limit or some consecutive number of received packets. A convenient definition is that a burst 
must be a longest sequence beginning and ending with a loss during which the number of 
consecutive received packets is less than some value Gmin (a suitable value for Gmin for use with 
Voice over IP services would be 16 whereas, for use with video services, a higher value of say 64 or 
128 would be preferable). 

I.3 Example packet trace 
There are two charts shown below that were obtained from analysis of an example IP trace. The 
first chart shows a scatter diagram of burst length versus burst weight (Gilbert model). Burst length 
is the distance in packets between the first and last lost packets in a burst and burst weight is the 
number of packets lost within the burst. It can be clearly seen that bursts of up to 100 packets in 
length occur, and have a typical loss density of 20-25%. 
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Figure I.2/G.1020 – Trace W3 scatter diagram of burst length vs weight for packet loss only 

The second chart shows a scatter diagram of burst length versus burst weight for losses and 
discards, assuming a 50 ms fixed de-jitter buffer size. This shows a much larger number of bursts 
indicating that jitter was a significant problem on this trace. Burst density extends out to 
500 packets and mean burst density is approximately 30%. 
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Figure I.3/G.1020 – Trace W3 scatter diagram of burst length vs weight 
for packet loss and packet discard (50 ms jitter buffer) 
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Appendix II 
 

Example adaptive de-jitter buffer emulator 

This example of a de-jitter buffer emulator operates by tracking the short-term minimum delay and 
using this to position a time window equivalent in size to the de-jitter buffer size. The actual packet 
arrival time is compared to the time window to determine if the packet would be discarded or 
accommodated. 

The output from this de-jitter buffer emulator is a packet loss/discard event associated with a count 
of the number of good packets (i.e., not lost or discarded), which is input to the packet loss 
distribution model. 

The de-jitter buffer emulation algorithm determines the delay variation for each arriving 
RTP packet, based on the RTP timestamp/sequence number and a local clock. This approach is 
preferable to measuring packet-to-packet delay variation as it: 
i) handles out-of-order packets without requiring them to be buffered, which reduces 

computational complexity; 
ii) is able to detect mid-long term delay variations, due to congestion, route changes or timing 

drift. 

The de-jitter buffer emulator operates as follows: 

The first arriving RTP packet is the initial reference point with RTP timestamp Rref. 
Set Nominal equal to the delay for packets arriving on time (configuration parameter). 
Set Maximum Delay equal to the number of packets times the packet size (configuration parameter). 
Define early window = Maximum – Nominal. 
Define late window = Nominal. 
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For each RTP packet associated with a stream that passes the monitoring point: 
 Associate a local timestamp L with the arrival time of the RTP packet 
 Identify the RTP timestamp R of the packet 
 Estimate the expected arrival time of the RTP packet based on the reference RTP packet 

using the expression Lexpected = Lref + (R – Rref) 
 Estimate the delay variation of the RTP packet as D = L – Lexpected 

 If D < early window then  
 mark the packet as discarded 
 reset the reference point to this packet 

 If D > late window then 
 mark the packet as discarded 

 If packet is a duplicate of an already received packet, then silently discard 
 Maintain a sliding window of 32 packets, ordered by sequence number, by default marked 

as lost – mark packets within this window as accommodated or discarded  
 At the end of the window – identify packets as lost/discarded or accommodated 
The early/late window can be dynamically adjusted to suit adaptive de-jitter buffer behaviour. 

Adjustment algorithm: 

Define threshold T1 equal to the lowest unacceptable rate of discards (a configurable parameter) 
Define threshold T2 equal to the period between de-jitter buffer size downward adjustments (in 
packets, a configurable parameter) 
Maintain a running average of late discards C1, with a scaling factor, S (typically 15)  

C1 = (C1 × (S – 1) + D)/S where D is 1 if packet discarded and 0 if not 
Maintain a count of the packets received since the last late discard C2 
if C1 exceeds a threshold, T1, and the buffer is less than the maximum then increase the buffer size, 
and reset C1; 
if C2 exceeds a threshold, T2, and the buffer is more than the minimum then reduce the buffer size, 
and reset C2. 
The maximum value of the time window, or de-jitter buffer maximum length, must be specified so 
that the emulator cannot grow the buffer to extreme values that would not be possible in practice. 
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