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ITU-T Recommendation E.417 

Framework for the network management of IP-based networks 
 

 

 

Summary 
This Recommendation lays down a framework for supporting and defining the role of network 
management in IP-based telecommunications networks. IP-based networks generally make use of 
various telecommunications technologies that support a range of multimedia services such as voice, 
data, still image and video. Such IP-based networks are referred to here as converged networks. 
Network Management (NM) goals, principles and functions that are intended for use with IP-based 
equipment are defined. The major part of this Recommendation suggests ways to monitor traffic and 
provides some indication of parameters for promptly detecting abnormal network traffic conditions. 
After detection of an abnormal condition, automatic and possibly manual controls must be 
temporarily applied to the network to alleviate the problem until it is resolved. It is also necessary to 
frequently check the performance of the network after applying the NM controls to note whether the 
control is mitigating the problem and to determine when to modify or remove it from the network. 
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FOREWORD 

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of 
telecommunications. The ITU Telecommunication Standardization Sector (ITU-T) is a permanent organ of 
ITU. ITU-T is responsible for studying technical, operating and tariff questions and issuing 
Recommendations on them with a view to standardizing telecommunications on a worldwide basis. 

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, 
establishes the topics for study by the ITU-T study groups which, in turn, produce Recommendations on 
these topics. 

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1. 

In some areas of information technology which fall within ITU-T's purview, the necessary standards are 
prepared on a collaborative basis with ISO and IEC. 

 

 

 

NOTE 

In this Recommendation, the expression "Administration" is used for conciseness to indicate both a 
telecommunication administration and a recognized operating agency. 

Compliance with this Recommendation is voluntary. However, the Recommendation may contain certain 
mandatory provisions (to ensure e.g. interoperability or applicability) and compliance with the 
Recommendation is achieved when all of these mandatory provisions are met.  The words "shall" or some 
other obligatory language such as "must" and the negative equivalents are used to express requirements. The 
use of such words does not suggest that compliance with the Recommendation is required of any party. 
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ITU-T Recommendation E.417 

Framework for the network management of IP-based networks 

1 Scope 
This Recommendation is intended to support and define the role of network management in 
IP-based telecommunications networks. IP-based networks generally make use of various 
telecommunications technologies that support a range of multimedia services such as voice, data, 
still image and video. In this Recommendation, such IP-based networks are referred to as converged 
networks. Addressed here are the Network Management (NM) goals, principles and functions 
intended for use with IP-based equipment operating in such converged networks or in dedicated 
IP networks. 

This Recommendation lays down a framework for IP network management. It shall, however, be 
enhanced as the research in the field of IP network management is progressed. The major part of 
this Recommendation suggests ways to monitor traffic and provides some indication of parameters 
for promptly detecting abnormal network traffic conditions. After detection of an abnormal 
condition, automatic and possibly manual controls must be temporarily applied to the network to 
alleviate the problem until it is resolved. It is also necessary to frequently check the effects of the 
NM controls to note whether the control is mitigating the problem and to determine when to modify 
or remove it from the network. 

2 References  
The following ITU-T Recommendations and other references contain provisions which, through 
reference in this text, constitute provisions of this Recommendation. At the time of publication, the 
editions indicated were valid. All Recommendations and other references are subject to revision; 
users of this Recommendation are therefore encouraged to investigate the possibility of applying the 
most recent edition of the Recommendations and other references listed below. A list of the 
currently valid ITU-T Recommendations is regularly published. The reference to a document within 
this Recommendation does not give it, as a stand-alone document, the status of a Recommendation 

– ITU-T Recommendation E.370 (2001), Service principles when public circuit-switched 
international telecommunication networks interwork with IP-based networks. 

− ITU-T Recommendation E.410 (1998), International network management – General 
information. 

− ITU-T Recommendation E.411 (2000), International network management – Operational 
guidance. 

− ITU-T Recommendation E.412 (2003), Network management controls. 

− ITU-T Recommendation E.413 (1988), International network management – Planning. 

− ITU-T Recommendation E.414 (1988), International network management – Organization. 

− ITU-T Recommendation E.415 (1991), International network management guidance for 
common channel signalling system No. 7. 

− ITU-T Recommendation E.416 (2000), Network management principles and functions for 
B-ISDN traffic. 

− ITU-T Recommendation E.800 (1994), Terms and definitions related to quality of service 
and network performance including dependability. 

− ITU-T Recommendation H.245 (2005), Control protocol for multimedia communication. 
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− ITU-T Recommendation H.323 (2003), Packet-based multimedia communications systems. 

− ITU-T Recommendation I.371 (2004), Traffic control and congestion control in B-ISDN. 

− ITU-T Recommendation M.3000 (2000), Overview of TMN Recommendations. 

− ITU-T Recommendation Y.1540 (2002), Internet protocol data communication service – 
IP packet transfer and availability performance parameters. 

In addition, other standards bodies such as the Internet Engineering Task Force (IETF) have been 
working in related areas such as IP Quality of Service. These include the following: 

− IETF RFC 2330 (1998), Framework for IP Performance Metrics. 

− IETF RFC 2386 (1998), A Framework for QoS-based Routing in the Internet. 

3 Definitions 
This Recommendation defines the following terms: 

3.1 call: An association between two or more users or between a user and a network entity 
within a telecommunications network for the purpose of exchanging information. The call begins 
with the call set-up procedure and ends with the call termination procedure. 

3.2 class of service: Any of the network-oriented designations or features that can distinguish 
between various services, or application-layer uses, of lower-layer telecommunications capabilities 
for the purpose of more effectively accommodating the specialized network performance needs of 
specific services. 

3.3 connection-oriented: Connection-oriented refers to the transfer of information between 
two entities by first establishing a path (or connection) for the information transfer. The 
communication proceeds through three well-defined phases: connection establishment, information 
transfer, and connection release. The most common example of connection-oriented information 
transfer is a telephone call over a circuit-switched network. Other examples of connection-oriented 
information exchange are networks based on ITU-T Rec. X.25, Frame Relay (FR), Transmission 
Control Protocol (TCP) and Asynchronous Transfer Mode (ATM). 

3.4 connectionless: Connectionless refers to the transfer of information between two entities 
without first establishing a path (or connection) for the information transfer. Examples of 
connectionless transport include the Internet Protocol (IP) and User Datagram Protocol (UDP). 

3.5 converged network: IP-based networks that generally make use of various 
telecommunications technologies to support a range of multimedia services such as voice, data, still 
image and video. 

3.6 gateway: A network element that enables real-time communication between other network 
elements and/or customer premises equipments (CPE) that have dissimilar protocols. This includes 
supporting voice communication between terminals on a packet network, e.g., IP network, and 
terminals on a circuit-switched network. 

3.7 link: A point-to-point (physical or virtual) connection used for transporting information 
between two nodes. A link could, for example, be a leased line, or it could be implemented as a 
logical connection over an Ethernet, a frame relay network, an ATM network, or any other network 
technology that functions below the network layer of the Open Systems Interconnection (OSI) 
model. 

3.8 multimedia service: A telecommunications service that supports the simultaneous use of 
multiple media types (e.g., voice, data, video). 
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3.9 network performance: The performance of a portion of a telecommunications network 
that is measured between a pair of network-user or network-network interfaces using objectively 
defined and observed performance parameters. 

3.10 quality of service (QoS): QoS is defined in ITU-T Rec. E.800 as "collective effect of 
service performance, which determine the degree of satisfaction of a user of the service". 

3.11 router: In the broadest sense, any communications equipment that forwards information on 
a connectionless basis. Typically, routers are special purpose computers, which operate at Layer 3 
of the OSI reference model and forward information based on a Layer 3 address which has 
network-wide significance. For example, Internet routers forward IP packets based on their 
destination addresses. Routers operate without using connections, as opposed to switches which do 
establish connections. 

3.12 switch: A switch is a device that dynamically interconnects physical or virtual links to form 
a connection for information transfer.  

3.13 virtual connection: A type of connection used for packet data transfer in which apparent 
connections are established through appropriate correlation of link-layer addresses. 

4 Abbreviations 
This Recommendation uses the following abbreviations: 

APS  Automatic Protection Switching 

ATM  Asynchronous Transfer Mode 

B-ISDN Broadband Integrated Services Digital Network 

CPE  Customer Premises Equipment 

FR  Frame Relay 

IETF  Internet Engineering Task Force 

IP  Internet Protocol 

ISP  Internet Service Provider 

LAN  Local Area Network 

NE  Network Element 

N-ISDN Narrow-band Integrated Services Digital Network 

NM  Network Management 

NTM  Network Traffic Management 

OAM  Operation, Administration and Maintenance 

OSI  Open Systems Interconnection 

PDH  Plesiochronous Digital Hierarchy 

PSTN  Public Switched Telephone Network 

QoS  Quality of Service 

SDH  Synchronous Digital Hierarchy 

SLA  Service Level Agreement 

TCP  Transmission Control Protocol 

TMN  Telecommunications Management Network 
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UDP  User Datagram Protocol 

UNI  User Network Interface 

URL  Uniform Resource Locator 

WAN  Wide Area Network 

WDM  Wavelength Division Multiplexing 

5 Introduction 
This Recommendation presents a framework for extending the network management aspects given 
by ITU-T Recs E.410, E.411 and E.412 to the services based on the Internet Protocol (IP). It also 
establishes a direction for further study in the important area of Network Traffic Management 
(NTM) for IP. Extension of these Network Management aspects to IP requires consideration of the 
IP transfer capabilities, the multiple Quality of Service (QoS) classes, Service Level Agreements 
(SLAs) and automated routing control procedures that can exist in IP-based networks. This 
Recommendation also describes some network management functions of the IP-based network. 
These IP network management functions are intended to interwork with traffic and congestion 
controls and the measurements of traffic and performance that exist in IP routing equipment for the 
purpose of maintaining adequate network performance under abnormal conditions. 

Significant differences exist between connectionless and connection-oriented networks. For 
connection-oriented networks, both the physical connections that support circuit-switched telephony 
and the virtual connections that support other forms of packet-oriented telecommunications, such as 
Asynchronous Transfer Mode (ATM) and Frame Relay (FR), provide an end-to-end path that 
remains associated with a telecommunications session (for example, a phone call) throughout the 
life of that session. For connectionless IP-based networks, all of the IP packets associated with a 
particular session can be sent without reference to any such underlying end-to-end path. However, 
practical experience in managing converged networks is showing the desirability of establishing, at 
least in some cases, associations between the IP packets relating to a particular session and a path 
provided by means of accompanying technologies such as ATM, SDH or WDM. 

To assure a satisfactory level of network performance, a robust and fast network management 
capability is desired to promptly detect any traffic-related problem in the network and try to resolve 
it as quickly as possible. The role of manual controls has been minimized due to specific IP-based 
network characteristics such as: 
a) the capabilities of a connectionless network to manage most situations automatically; 
b) volatility of congestion-related incidents and the minimal time scale available for human 

intervention; 
c) complexity of IP-based networks due to the implementation of various service categories. 

Before a definitive synthesis of NM principles and solutions for IP-based networks can occur, 
further technical information is needed concerning the characterization of IP performance 
(including the impacts of performance impairments on IP-based services) and the resource 
management problems facing IP equipment in a converged network context. Accordingly, this 
Recommendation is properly viewed as a framework Recommendation that will guide further 
research in this field. 

6 Network management goals, concerns and policies 
Network management concerns itself with the maintenance of adequate network performance under 
a variety of conditions, which can include exceptional traffic loads within some network portions, 
system failure, element outage, etc. The overall process of network management involves the 
observation of relevant traffic and performance data, suitable analysis of that data, and the resulting 
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implementation of appropriate network management controls. The effectiveness of an implemented 
set of network management controls is then evaluated based on new observations of traffic and 
performance data, which are then analysed and used as a basis to remove or further modify, if 
necessary, the current set of network management controls.  

6.1 Network management goals 
IP-based applications are most effectively managed in the context of converged voice and data 
networks, which typically involve substantial amounts of both IP-specific and non-IP-specific 
equipment types. As an example, Figure 1 illustrates some of the generic equipment types often 
found in these converged networks. 

IP/ATM

IP/SDH

TCP/IP
terminal

IP
router

ATM
switch

IP
router

Add-Drop
multiplexer

ISP
host

IP
router

 

Figure 1/E.417 − An example of a converged voice and data network 

General network management goals for circuit-switched telephony have been described in 
ITU-T Rec. E.410. Although they have been defined for international network management based 
on circuit switching, they can be extended and may be applied to other networks. With some 
modifications and enhancements, such goals are still valid for IP applications in converged 
networks. The enhanced set will constitute the initial set of IP network management goals. Further 
study and experience will be needed to validate the application of these principles to IP-based 
networks. The following is the initial set of network management goals for converged networks:  
• utilize all possible network resources when dealing with a network traffic problem;  
• inhibit traffic congestion and prevent its spread; 
• make economically efficient use of network resources by rejecting attempts that have a 

poor chance of succeeding; 
• when the offered load is approaching the network capacity limit, favour completing those 

communication attempts that require the least amount of resources. 
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6.2 Network management concerns 
Network management concerns can be resolved by automatic or manual detection of the problem 
and then the network manager may take appropriate actions to resolve the problem in order to 
provide adequate network performance to customers. Such action in a converged network must be 
done in the shortest time possible by the network manager or preferably by a support system. Some 
IP-based services such as Voice over IP require special attention due to their low tolerance for delay 
and delay variation.  

The following are some of the major concerns of IP network management.  

6.2.1 Transmission failure 
When a transmission failure occurs (e.g., when a cable is cut or extremely damaged), network 
performance may become degraded unless the failure can be quickly detected and an alternate path 
found (e.g., via Automatic Protection Switching (APS)). 

The impact of a transmission failure can have different effects in connection-oriented and 
connectionless networks. Such effects are listed in Table 1 below: 

Table 1/E.417 − The effect of transmission failure on connection-oriented 
and connectionless networks 

 Connection-oriented Connectionless 

At the time of failure • With APS, a short interruption until 
connectivity is restored on an alternate 
patha) 

• Without APS, existing connections are 
lost; no impact on new connections 

• Without APS, potential congestion on 
alternate routes 

• Effectively no break as packets 
are rerouted around the failure 

• Potential congestion on the 
alternate path 

At the time of 
restoration to "normal" 
configuration 

• With APS, a short break 
• Without APS, no impact on switched 

services 

• Buffer overflow due to packets 
arriving from both alternate 
and normal paths 

• Packets out of sequence 
a) For a physical layer APS, the typical interruption is of the order of tens of milliseconds, and no 

connection is lost. 

6.2.2 Network node failure 

There may be occasions when a node (e.g., IP router module, gateway, switch, etc.) fails, adversely 
impacting the Network Performance. In such cases, network managers require near real-time status 
of node availability thus enabling the affected node to be quickly identified and the appropriate 
action rapidly undertaken. 

6.2.3 Network node overload 
A network node such as a router or a switch can be overloaded, that is, when the capacity of a 
network node has been exceeded by the demand, because, for example: 
• more IP packets are entering the node than can be effectively processed and transmitted 

(for example, resulting in buffer overflows); 
• more call requests are being offered to a switch within the IP-based network than can be 

supported by that switching fabric; 
• more signalling messages are being offered to a switch than can be processed.  
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6.2.4 Network overload 
There are occasions when the network becomes overloaded, that is, when the capacity of the 
network has been exceeded by the demand. This may be caused by, for example: 
• peak days; 
• natural disasters; 
• focused overloads; 
• node or transmission failures which have widespread impact. 

6.2.5 Interference among services 
In a converged network there is the potential for interference between different services that share 
common network resources. Some of the services may be of a critical nature (e.g., emergency 
services, business services and government services) and may need to be given special attention by 
network management in a manner consistent with an Administration's policies. 

6.2.6 Inter-networking 
Inter-networking between different network operators and technologies must be addressed to ensure 
that adequate network performance is achieved for all IP-based applications. Such inter-networking 
can be within an operator's network using multiple technologies or between two network operators. 
• Within an operator's network: 
 On an end-to-end basis, IP packets may be transported over multiple network technologies 

such as ATM or wireless. It is appropriate for network management to correlate 
NM functions, measurements and actions among distinct network technologies in order to 
monitor and control the overall network.  

• Between network operators: 
 It is appropriate that NM methods and procedures be developed between various network 

operators to ensure the adequate service performance of the IP connections.  

6.3 Network management policies 
Based on network management goals and concerns, a set of NM policies needs to be devised. 
Besides NM goals listed in 6.1, individual network operators may have additional network 
management policies that support their business objectives. Such policies may, for example, 
include: 
• meeting service and performance standards set by regulatory bodies, where applicable; 
• meeting a network operator's own service and performance objectives; 
• meeting service level agreements established with individual customers and other groups; 
• protecting the performance, stability and operating margins of network equipment; 
• minimizing the interference by one customer, product or service upon another. 

NTM policies can be stated in an internal company policy document. 
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7 Network management functions 
In the ITU-T M.3000-series Recommendations, ITU-T has categorized the functional areas 
supported by the Telecommunications Management Network (TMN) as performance, fault, 
configuration, accounting and security management. The focus of network traffic management is 
mostly on performance management and some fault management. Network management functions 
include the following: 
• Status and performance monitoring on a near real-time basis 
 This task is based on the use of periodically collected measurements, alarms (i.e., major, 

minor, critical) and notifications generated upon occurrence of significant events. These are 
sent from the network elements to the NM systems in a NM centre. The measurements may 
be used directly or they may be processed by a NM tool in order to provide useful 
parameters. Relevant measurements and parameters are discussed in clause 8. 

• Detecting abnormal conditions 
 This is performed through analysis of the collected and derived parameters, e.g., 

measurements, alarms, notifications and correlation with other data. Abnormal conditions 
can also be detected with the help of statistical algorithms and thresholding procedures. 

• Investigating and identifying abnormal network conditions 
 This task should provide a diagnosis of the situation that may lead to a corrective control 

(see clause 9). The abnormal condition is usually expressed in terms of service or traffic 
identifiers with their traffic characteristics. 

• Initiating corrective actions and/or controls 
 Once an abnormal situation has been detected and its causes identified, traffic control 

actions should be executed. Actions may include controls to bypass a congested or 
overloaded portion of the network. 

• Operational relationship 
 In an increasingly complex and competitive telecommunications market, it is unlikely that 

one network operator will be solely responsible for end-to-end delivery of traffic. Network 
operators will need to develop and maintain strong operational relationships with 
interconnecting networks, carriers or operators who deliver traffic to, or receive traffic from 
them and their customers. 

 There may be opportunities to understand the sorts of interactions required to fulfil these 
relationships by considering the interactions which form a regular part of International 
operations, or inter-carrier operations in competitive markets. The following three items 
signify this importance: 
– Cooperating and coordinating actions with other NM centres 
 Different applications (e.g., telephony service) may have distinct NM centres. 

Cooperation between the centres may be necessary to meet a global, regional and/or 
customer network performance target. 

– Cooperating and coordinating with other work areas 
 As in the PSTN, information coming from equipment surveillance and maintenance is 

important. Since IP packets in a converged network may traverse through other 
networks such as ATM, strong cooperation must be established between all work 
centres. 

– Cooperating and coordinating with other network operators  
 IP packets may traverse from one operator's network to another. Cooperation and 

coordination between network operators will strengthen the network management 
support of IP-based network services.  
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• Issuing reports about network traffic management activities  
 As in the PSTN, these reports are important for managers, training and planning network 

performance improvements. 
• Provide advanced planning for known or predictable network situations 
 This planning should take into consideration the impact of abnormal or special events on 

network traffic flows, and should also consider the requirements of particular service and 
traffic categories. 

TMN ITU-T Rec. M.3000 provides a framework for considering the functions described in this 
clause.  

8 Network status and performance data 
Network status and performance data is required to establish a rational basis for guiding the 
application of network management actions (e.g., applying controls and contacting other centres), 
and to provide a means of evaluating the effectiveness of previously applied network management 
controls. 

8.1 Network status of IP-based traffic 
A network traffic manager may be directly involved in mitigating the effect of failures, errors or 
external events, such as mass calling, that impacts the traffic load or pattern. It is desirable that most 
network traffic-related problems be detected and resolved automatically. However, network traffic 
managers must be informed of such automatic actions and should be able to intervene and change or 
override the controls. 

Monitoring the network is one of the primary tasks of network management that should be done in 
near real-time in order to observe and protect network performance. As the network is enhanced and 
more services are supported, the need for real-time collection and analysis of data becomes more 
significant. The time to deliver the data to NM systems should be minimized, and a balance should 
be developed between the measurement interval and the statistical significance of data. For 
example, a balance is needed between immediately reporting each individual lost packet and the 
integration of packet loss data over a measurement interval chosen to give a statistically meaningful 
performance estimate. Research is needed concerning time correlation in packet flows and their 
impacts on optimum measurement intervals for packet loss performance. In general, this monitoring 
function should provide network traffic managers with the current operational status of the network 
and its components, the traffic load, and the resulting performance. 

NM controls (see clause 9) must also be reviewed in conjunction with current network status data 
by network traffic managers to observe whether the problem has ceased or lessened in severity. 
Based on such review, a network traffic manager can determine whether to retain, modify or 
remove previously applied NM controls. Network traffic managers must also review the duration of 
controls. It is also necessary to investigate the amount of affected traffic to verify that traffic is 
properly controlled. 

8.2 Measurements 
To detect and isolate a problem, various data must be collected or derived. The data may, for 
example, come directly from NEs, or from independent measurement systems. These measurements 
can assist network traffic managers in controlling the traffic and safeguarding network performance 
and service level agreements.  

In this clause, measurements have been categorized into three different areas: the network-level, the 
link-level and the node-level. 
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8.2.1 Some network-level measurement examples 
Network-level measurements provide information concerning the health of the network. Some 
examples of the network-level measurements include (note that the measurement interval for the 
following must be defined): 

Attempted call count: Total number of call attempts made to the network during the measurement 
interval. 

Accepted call count: The number of call attempts that are successfully completed by the network 
during the measurement interval. 

Failed call count: Number of call attempts that are not successfully completed by the network 
during the measurement interval. Calls may fail due to limited resources or any other reason.  

Usage: A measure of the intensity of calls, packets or bytes sent on the network. 

Average packet count: This parameter provides the average number of packets entering the network 
during the measurement interval. 

Ingress packet count (IPC): Total number of packets entering the network during the measurement 
interval. 

Egress packet count (EPC): Total number of packets departing from the network during the 
measurement interval. 

Average cross-network delay: The average difference between the time that a packet enters a 
network and the time it leaves the same network.  

Cross-network delay variation: A measure of the variation in cross-network delay.  

It is anticipated that the measurements given in this framework Recommendation will be expanded 
based upon further research and operating experience. 

8.2.2 Some link-level measurement examples 
Link-level measurements provide information about the inter-nodal activities. By having such 
parameters available to the network management, a possible problem can be isolated to the node or 
the link with abnormal parameters. Some examples of the link-level measurements include the 
following (note that the measurement interval for the following must be defined): 

Attempted call count: The number of call attempts on a link during the measurement interval. 

Accepted call count: The number of call attempts that are successfully placed on a link during the 
measurement interval. 

Failed call count: The number of call attempts that are not placed on a link during the measurement 
interval. The reasons for which call attempts may not be placed on this link include failures, 
overflows and other reasons. 

Usage: A measure of the intensity of calls, packets or bytes sent on a link. 

As this framework expands, additional measurements will be defined. 

8.2.3 Some node-level measurement examples 
Node-level measurements characterize traffic and performance from the view of a specific network 
node (e.g., switch, and router). Some examples of these measurements are as follows (note that the 
measurement interval for the following must be defined): 

Attempted call count: The number of call attempts processed by a node during the measurement 
interval. 
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Accepted call count: The number of call attempts that are successfully completed by a node during 
the measurement interval. 

Failed call count: The number of call attempts that are not successfully completed by a node during 
the measurement interval. 

Usage: A measure of the intensity of calls, packets or bytes processed by a node. 

Ingress packet count (IPC): Total number of packets arriving at the switch or router during the 
measurement interval.  

Egress packet count (EPC): Total number of packets departing from the switch or router during the 
measurement interval. 

Per cent packet loss: [1 – (EPC/IPC)] × 100 

Average cross-node delay: The average difference between the time that a packet enters a switch or 
router and the time that it leaves the same switch or router.  

As this framework expands, additional measurements will be defined. 

8.3 Alarms and notifications 
A notification provides an indication of a change in status of the network or network elements. 
Alarms are a subset of notifications and indicate abnormal network conditions. Some alarms are 
generated upon violation of a pre-set condition. For example, a predefined threshold may be 
reached, in which case an alarm will notify the network manager of such an abnormal condition. 
Such alarms must be sent to the network management centre on occurrence. Some examples of the 
conditions under which an alarm can be generated are as follows: 
• when the NE is in congestion or overload condition; 
• when the NE is no longer in congestion or overload condition; 
• when a failure is detected in the NE (i.e., node or link); 
• when the failure in the NE is resolved. 

9 Network management controls 
To resolve network management problems pertaining to equipment handling IP packets in a 
converged network, a network manager should be able to apply appropriate NM controls, or such 
NM controls should be applied automatically. If NM controls are applied automatically, then the 
network manager must have the capability to remove or modify them manually. This is feasible 
only if proper tools are built in the network or are available to network traffic managers. Such tools 
can be utilized to, for example, set parameters, re-route traffic, block traffic and set thresholds. 

ITU-T Recommendations cover NM controls for various networks – for example ITU-T Rec. E.412 
for N-ISDN and ITU-T Rec. I.371 for B-ISDN. A comparable set of NM controls for IP-based 
networks is needed. Some considerations and issues pertaining to the development of NM controls 
for IP-based networks are now described.  

The traditional NM concept of applying controls as close to source as possible is equally valid for 
IP-based networks. This may mean applying controls in an access network to protect a downstream 
IP network, by blocking or diverting traffic before it enters that IP network.  

An important class of NM controls for the PSTN includes the alterations to normal call routing 
procedures. Such controls are based upon a thorough knowledge of the underlying approaches for 
PSTN call routing under normal conditions. While ITU-T Rec. I.371 focuses on controls for ATM 
networks, such controls have not been standardized for IP-based networks. 
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The development of appropriate NM controls for converged networks will likely extend those 
controls from the PSTN that are based upon the destination address (e.g., code blocking and call 
gapping). Such controls are categorized here as address-based controls. 

The process for developing such NM controls consists of: 
a) adequately characterizing IP-related performance (see clause 8); 
b) developing in-depth understanding of the resource management problems facing IP 

equipment in a converged network context; 
c) synthesizing NM goals and principles (see clauses 6 and 7) and solutions based upon such 

performance characterization and in-depth understanding. 

In the following, some examples of possible NM controls are discussed. 

9.1 Information-transfer-based controls 
A set of controls at the information-transfer level is desired for automated activation by appropriate 
NEs handling IP packets in a converged network. It is noted that ITU-T Rec. I.371 provides such 
controls for ATM equipment.  

With additional research and operating experience, it is possible that a basis can be established for 
modifying this Recommendation to establish IP information-transfer-based controls, which would 
better support the network management of converged networks. 

9.2 Routing-based controls 
NM controls that alter the normal call routing procedures in response to congestion or to 
non-typical traffic loads can be valuable tools for network management. Such controls have been 
standardized for circuit-switched networks. When considering the operation of equipment handling 
IP packets in a converged network, it may be feasible to exploit the routing-based controls in circuit 
switches to alter the routing of at least some IP packet traffic in support of network management 
needs. 

It is generally useful to consider both expansive and restrictive NM controls based upon temporary 
alterations of normal routing procedures. 

9.3 Address-based controls 
Restrictive NM controls can be based upon destination and/or source address (e.g., URL, 
IP address, sub-net address, E.164 address and e-mail address). Examples of destination 
address-based NM controls from the circuit-switched networks include code blocking controls and 
call gapping controls. These controls have proven to be effective and selective in managing 
focussed overloads in circuit-switched networks. An address-based control is required which limits 
the amount of traffic forwarded to a specified destination address or set of destination addresses. To 
provide additional selectivity, a source address or set of addresses may also be specified. 

9.4 Flow admission control 
Though, in a best effort IP network, there is no such thing as a connection, traffic between any 
source destination pair of hosts typically follow the same path. It is useful to model traffic at a 
network element on this path in terms of "flows" where by flow we designate the set of packets 
using that element and relating to a particular instance of some user application. If we wish 
additionally to perform traffic control actions at flow level, it is necessary to introduce a more 
formal definition. For present purposes, an IP flow consists of a succession of packets sharing 
common header address attributes such as IP source and destination addresses and transport 
protocol port numbers and occurring with an inter-packet spacing less than a certain threshold, 
typically of a few seconds.  
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The considered address attributes determine the flow identifier. A minimal flow identifier for 
present purposes would be the combination of the origin and destination addresses. At a much finer 
scale, a so-called microflow is specified by the values of the 5-tuple: IP addresses, transport 
protocol and port numbers. In this case the flow would typically be confined to a single TCP or 
UDP connection. It would be useful for traffic control to allow more flexible flow identification 
where, for example, the multiple components of a single Web page could be considered as a single 
entity. This would be possible with an adapted use of the IPv6 flow label. The feasibility of such 
use remains for further study. 

The semantics of an IP flow are comparable to those of a call in terms of the level at which quality 
of service is perceived. It is suggested in the present section that traffic control actions typically 
applied to calls in a connection-oriented network could usefully be applied to flows in an 
IP network. In particular, it is natural to consider the use of network management operations where 
admission control is applied selectively to individual flows.  

Admission control appears as a basic requirement to maintain network efficiency in times of 
network overload. In situations of overload, admission control blocks new IP flows, which would 
otherwise cause performance degradation to existing flows. The precise definition of overload 
depends on the nature of offered traffic and performance requirements. For best effort traffic with 
no specific performance guarantees (e.g., class 5 in ITU-T Rec. Y.1541), a link may be said to be in 
overload whenever demand (i.e., flow arrival rate × mean flow size) exceeds currently available 
capacity over a prolonged period. For traffic with more stringent requirements (generated by audio 
and video applications, for example), a link will be considered to be in overload whenever demand 
is such that these requirements are not fulfilled. Overloads occur for a variety of reasons including 
equipment failures and forecasting errors.  

In some network architectures, admission control can be applied to connections materialized by an 
exchange of signals. In the present text, scope is restricted to the case of a best effort Internet. In 
this case, admission control can be applied to IP flows using an implicit procedure with no 
signalling or nominal resource reservation. Application of admission control in other IP networking 
architectures is for further study. 

In overload, an accumulation of flows due to the excess of traffic leads to very poor flow 
performance, causing some users or protocols to prematurely interrupt the underlying transfers. 
Applying admission control to IP flows to a congested link preserves the quality of service of 
admitted flows by ensuring them sufficient throughput even in situations of overload. 

In the envisaged approach, new flows are detected on the fly and implicitly rejected, when 
necessary, by discarding their first packets. Admitted flows acquire the status of protected flow and 
are stored in a list. Any packet belonging to a protected flow is forwarded and the last packet 
emission time is updated. Any packet not belonging to a protected flow corresponds to a new flow 
and will be discarded if the admissibility conditions are not satisfied. Otherwise, the packet is 
forwarded and the corresponding flow added to the list. Flows are removed from the list when the 
time since the last packet exceeds the inactivity period.  

The admissibility conditions to be applied may depend on the value of packet header fields such as 
the traffic class or the source and destination addresses or fields explicitly designating a class of 
service (as defined in ITU-T Rec. Y.1541). Hence, different admissibility conditions can be defined 
to realize effective class of service differentiation. High priority flows are blocked only in extreme 
congestion but all admitted flows receive excellent quality. 

9.5 Other NM controls 
Since the operation of equipment handling IP packets in converged networks is relatively new, it is 
likely that additional NM controls may be identified in the future. Other NM controls are for further 
study. 
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