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Information technology i Security framework for ubiquitous sensor networks

Summary

The recent advancement of wireldssed communication technology and electronics has facilitated the implemel
of a low-cost, lowpower sensor network. Basicallyulaiquitous sensor netwokkJSN) consists of three parts: a sen:
network consistingf a large number of sensor nodes, a base station (also knawgatesvay) interfacing between tt
sensor network and an application server, and the application server controlling the sensor node in the sensor
collecting the sensed informatifmom the sensor nodes in the sensor network.

RecommendationTU-T X.1311 | ISO/IEC 2918@escribs the security threatto and security requirementd the
ubiquitous sensor netwarkin addition, this Recommendation | International Standarategorizes thesecurity
technologies according to the security functions that sattefysaid security requirements anchere the security
technologes areapplied in the security model fothe ubiquitous sensor netwarkFinally, the security functiona
requirements and security technologies foruhiguitous sensor netwaslare presented.

History

Edition Recommendatior Approval  Study Group
1.0 ITU-T X.1311 201102-13 17

Keywords

Authenticatedbroadcasgroupwise key, message, notlenode authenticatigrpair-wise key establishment, secure di
aggregation, security framework for ubiquitous sensor nessysgnsor nodsecurity

Rec. ITU-T X.1311 (02/2011) [



FOREWORD

The International Telecommunication Union (ITU) is the United Nations specialized agency in the fieldafriale
nications information and communicatiorechnologies (ICTs)The ITU Telecommunication Standardization Sector
(ITU-T) is a permanent organ of ITU. ITU is responsible for studying technical, operating and tariff questions and
issuing Recommendations on them with a view to standardizing telecoicationson a worldwide basis.

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, establishes the
topics for study by the IT study groups which, in turn, produce Recommendations on these topics.

The approval ofTU-T Recommendations is covered by the procedure laid down in WTSA Resdlution

In some areas of information technology which fall within ¥Tl$ purview, the necessary standards are prepared on a
collaborative basis with ISO and IEC.

NOTE

In this Reommendation, the expressibAdministratior! is used for conciseness to indicate both a telecommunication
administration and a recognized operating agency

Compliance with this Recommendation is voluntary. However, the Recommendation may contain certitonna
provisions (to ensure.g, interoperability or applicability) and compliance with the Recommendation is achieved when

all of these mandatory provisions are met. The wistiall' or some other obligatory language suchliragst' and the

negative equivalents are used to express requirements. The use of such words does not suggest that compliance with the
Recommendation is required of any party.

INTELLECTUAL PROPERTY RIGHTS

ITU draws attention to the possibility that the preetor implementation of this Recommendation may involve the use
of a claimed Intellectual Property Right. ITU takes no position concerning the evidence, validity or applicability of
claimed Intellectual Property Rights, whether asserted by ITU memberthens wutside of the Recommendation
development process.

As of the date of approval of this Recommendation, ITU had not received notice of intellectual property, protected by
patents, which may be required to implement this Recommendation. However, imigesrere cautioned that this

may not represent the latest information and are therefore strongly urged to consult the TSB patent database at
http://www.itu.int/ITU-T/ipr/.

a ITU 2011

All rights reservedNo part of this publication may be reproduced, by any means whatsoever, without the prior written
permission of ITU.

ii Rec. ITU-T X.1311 (02/2011)


http://www.itu.int/ITU-T/ipr/

CONTENTS

N 0T LAY =T = (=T =Y o o=
2.1 IdenticalRecommendationdnternationalStandards..................ocooivciiiee e
2.2 Paired RecommendatiohBiternational Standards equivalent in technamaitent..........................
2.3 Additionalreferences.

(= {1 71 [0 o E PO PRPRR
3.1 Terms defiNEERISEWNEI......cooiiiieiii e e s nr e e e e nnraeas
3.2 Terms defined in this Recommendation | Internati®@ahdard

Abbreviations

Conventions.

(@Y7 Y/ =N T

Threats and security models for ubiquitous senstworks
7.1 Threat models in sensoetworks
7.2  Threat models in IRetworks
7.3  Security model fotJSNs

General security dimensions foSN

Security dimensions and threats in ubiquitous semstworks
9.1 Security dimensions and threats for the message exchange inrsememks...........ccccoovvvveeeeennens
9.2  Security dimension and threats for the message exchange inftBeuGtK.............cceeeevviiiieineee.

Security techniquef UDIQUItOUS SENSATEIWOIKS. .........vviiiiiiiiiiiiei et
O T R o YA T T g F=To [T 0 1= o 1 PSPPSR
10.2 Authenticatecbroadcast
10.3 Secure dataggregation
10.4  DAtAffESNNESS.....ociiiiiieei et e e e e e e e e aaae
10.5 Tamperresistanimodule
10.6 USN MiddIEWAIrESECUIILY......cciiieeeieieiiiee s e e e ceeeiess s e e s e e e e e e e e eeetet e mmmeeessesa e e s eeeeeaaeeesennneeaeeeeennssnnes
L1O.7 1P NEWOTKSECUITEY. ..ututiie i e e e ee et ettt e eee e et s e e e e e e e e aaaesseeeeeaeeeseesstsssaa s smmssssnnnaeseeeeeaaeeennnes
10.8 Sensor NOAAUINENTICALION. ..........oii it e e e bbb e et e eaanbebb e e e e e e eees
10.9 Privacy protection in SENSOBIWOIKS..........uuiiiiiie i eeee e eeeer s e e e e e e e e eaeereeananns

Specific security functional requirements fdEN
11.1 Mandatory functionatequirement
11.2 Recommended functionapecifications.
11.3 Optional functionakpecifications.

~N o o b~

10

11

Annex A—Key management in sensoetworks
A.1  Threattime
A.2 Key managemertlasses
A3 KBY SCNEIMES. ...ttt ettt e oottt e eamme e e sttt e e e s bbb e e eane e s

Annex B— Authenticated broadcast in sensor NEWORIEPC............oiiiiii e e
B.1 Construction ouTPC
B.2  CONSITUCHON OfI TP CT ...ttt ettt et e et bbbttt et e e e e e e e e e e e e e s smmeeeeeaaaaaaaaaaaaens
B.3  Authenticatecbroadcast
Annex C— Authentication mechanisms in sensetworks
C.1 XOR-basedmechanism
(O & F- Y ¥ o T= 151 To 4 1=Tod o= T 1S o O
C.3  Public keybasedauthentiCatION............eiiiiiiiiii e

D.1 Electaggregatiomode anSUDPEIVISOL..........uuuiiieiiiiiiiiieeeeee e e ettt ee e e s st eeeseeae s s ennbeeeaeessnnnneeeeas
D.2 Implementation of supervisdunctions
D.3 Upload supervisingnessage
D.4 Determine the trust of aggregatiDOUES. ...........cooiueiiiii e

Annex D— Secure data aggregation in sensetworks

Rec. ITU-T X.1311 (02/2011)

29



(DRSS Y=T g To I (=)o Lo L T0] o 4= TS]ST- T [ PRR

1231 0] [0 [ir= o )Y/ PP

iv

Rec. ITU-T X.1311 (02/2011)



Introduction

This Recommendation | International Standaescribes the security threab and security requirements the
ubiquitous sensor netwarkn addition, this Recommendation International Standaradategorizes the security
technologies according to the securftinctions that satisfythe said security requirements amthere the security
technologes are applied in the security model foubiquitous sensor netwask Finally, the security functional
requirements and security technologies foruhiguitous sensor nebrks are presented
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INTERNATIONAL STANDARD
RECOMMENDATION ITU -T

Information technology i Security framework for ubiquitous sensor networks

1 Scope

The recent advancement of wireldssed communication technology and electronics has facilitated the
implementation of a loveost, lowpower sensor network. Basically,ubiquitous sensor networfJSN) consists of

three parts: a sensor network consistiiga large number of sensor nodes, a base station (also kncawatesvay)
interfacing between the sensor networks and an application server, and the application server controlling the sensor
node in the sensor network or collecting the sensed informationthe sensr nodes in the sensor network.

USN can be an intelligent information infrastructure of advancedfee society, which delivers usariented
information and provides knowledge services to anyone anytime, anywhere and wherein informatimovdedge are
developed using context awareness by detecting, storing, processing, and integrating the situational and environmental
information gathered from sensor tags and/or sensor nodes affixed to anything. Since there are many security and
privacy threats in transferring and storing informationttire USN, appropriate security mechanisms may be needed to
proted¢ against those threatstime USN.

This Recommendation} International Standardescribes the security threab and security requirements the
ubiquitous sensor netwarkdn addition, this Recommendation International Standarcategorizes the security
technologies according to the security functions that satiefysaid security requirements amthere the security
technologes areapplied in the security modelfahe USN. Finally, the security requirements and security technologies
for the USN are presented

2 Normative references

The following Recommendations and International Standards coptaivisionswhich, through reference ithis text

constitue provisionof this Recommendation | International Standard. At the time of publication, the editions indicated
were valid. All Recommendations and Standards are subject to revision, and parties to agreements based on this
Recommendatin | International Standard are encouraged to investigate the possibility of applying the most recent
edition of the Recommendations and Standards listed below. Members of IEC and ISO maintain registers of currently
valid International Standards. The Taleumunication Standardization Bureautioé ITU maintains a list of currently

valid ITU-T Recommendations.

2.1 Identical Recommendationg International Standards
None.
2.2 Paired Recommendationg International Standards equivalent in technical content

- RecommendatiodTU-T X.800 (1991), Security architecture for Open Systemgerconnection for CCITT
applications

ISO/IEC 74982:1989, Information processing systerisOpen Systems InterconnectiorBasic Reference
Modeli Part 2: Security Architecture

- Recommendation [T X.805 (2003), Security architecture for systems providing <adnd
communications

ISONEC 180282:2006, Information technologyi Security technique$ IT network security- Part2:
Network security architecture

2.3 Additional references

- RecommendationTU-T H.2350 (2009, H.323 security: Framework for security in-$¢ries (H.323 and
other H.245based) multimedia systems

- Recommendation ITAT X.1111 (2007)Frameworkof security technologes br home network

- RecommendatiofiTU-T X.1191 (20®), Functional requirements and architecture for IPTV security aspects

Rec. ITU-T X.1311 (02/2011) 1
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3

3.1

RecommendatiorTU-T Y.2221 (2010), Requirements for support of ubiquitous sensor network (USN)
applications and services the NGN environment

RecommendatiofiTU-T Y.2701 007),Securityrequirements for NGKelease 1
FIPS PUB 14 (2001),Security Requirements for Ciggraphic Modules

Definitions

Terms defined elsewhere

This Recommendatiojinternational Standanases the following terms definetsewhere:

3.11

312

3.1.3

31.4

3.1.5

Terms from FIPS PUB 1402
a) key transport

b) tamper detection

c) tamper evidence

d) tamper response

Terms from Rec ITU-T Y.2221

a) sensor

b) sensor network

¢) USN middleware

d) ubiquitous sensor network (USN).

Terms from Rec. ITU-T H.235.0
a) attack

Terms from Rec ITU-T X.1191
a) tamperresistant

Terms from Rec ITU-T X.800| ISO/IEC 74982

This Recommendation | International Standases the following terms, which are defined elsewhere:

32

a) accesgontrol

b) authentication

c) authorization

d) confidentiality

€) dataorigin authentication
f)  denial ofservice

g) digital signature

h) integrity

i) key

i) key management

k) peerentity authentication
I) privacy

m) repudiation

n) security policy

0) threat

Terms defined in this Recommendation | International Standard

For the purposes of this Recommendatitmternational Standayrthe following definitions apply:

321

aggregator node Sensor node that performs the data aggregation function in a sengarknet

Rec. ITU-T X.1311 (02/2011)
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3.22 bootstrapping: Refers to a process performed in a secure context prior to the deployment of the sensor node
to establish a security association between the sensor nodes that may have been initialized with credentials, enabling a
sensor node to communicate securely wttieosensor nodes after thdaployment

3.23 credentials. Set of securityrelated information consisting of keys, keying materials, and cryptographic
algorithmrelated parametepermittinga successful interaction with a security system

3.24 data aggegation: In-network process that transfers the aggregation value to the sink node by combining the
sensed values sent by a number of sensor nodes into concise digest

3.25 group-wisekey: Refers to a key that is used to protect multicast communicatmosga set of sensor nodes
over a shared wireless link

3.2.6  intrusion detection Process of monitoring the events occurring in a computer system or a network and
analysing them for intrusions

3.2.7 key agreement A key establishment procedure (either manual or electronic) whereetultant key is a
function of information by two or more participants, so that no party can predetermine the value of the key
independently of the other party's contribution.

3.2.8  key establishment Process by which cryptographic keys are securely established among sensor nodes using
key transport and/or key agreement procedures

3.29 pair-wise key It refers to a key that is used to protect unicast communication between a paswfresies
over a single wireless link

3.210 resilience Ability to recover from security compromises or attacks

3.211 secure data aggregationData aggregation thansures the integrity of the results in the presence of a small
number of maliciousiggregation nodes that may be attempting to influence the.result

3.212 tamper-resistant module A device designed to make it difficult for attackers to gain access to sensitive
information contained in the module

4 Abbreviations
For the purposes of thRecommendatiohlinternational Standarthe following abbreviations apply:
BNode Broadcast Node
BS Base Station
CDMA Code Division Multiple Access
DDoS Distributed Denial of Service
DoS Denial of Service
ECDH Elliptic CurveDiffie-Hellman
FP Feature Parameters
GSM Global System for Mobile Communications
HSDPA High Speed Downlink Packet Access
ID Identity
MAC Medium Access ContrpMessage Authentication Code
NGN Next-Generation Network
PHY physical layer
RFID RadioFrequency IDentifiation
SN Sensor Network
TPM Trusted Platform Module
USN Ubiquitous Sensor Network
WCDMA Wideband CDMA
WIMAX Worldwide Interoperability for Microwave Access
WLAN Wireless Local Area Network
WSN Wireless Sensor Network

Rec. ITU-T X.1311 (02/2011) 3
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5 Conventions
In thisRecommendatioplnternational Standard

The keywords'is required to" indicate a requirement which must be strictly followed and from which no deviation is
permitted if conformance to thiRecommendatiohlnternational Standaid to be claimed.

The keywords'is recommended indicate a requirement which is recommended butkwig not absolutely required.
Thus this requirement need not be present to claim conformance.

The keywords"is prohibited from" indicate a requirement which must be stricthlowed and from which no
deviation is permittedf conformance to thiRecommendatiopinternational Standaiid to be claimed.

The keywords'can optionally" indicate an optional requirement which is permissible, without implying any sense of
being reommendedThis term is not intended to imply that the verisidmplementation must provide the option and
the feature can be optionally enabled by the odtwoperator/service provideRather, it means the vendor may
optionally provide the feature andlktiaim conformance with ik Recommendatiohinternational Standard

6 Overview

Figure 1 shows the major application aréasUSN including home network application, pollution monitoring, fire
monitoring, telemetry applications for utility companiegelectricity, gas, water, et¢.)urban resource
monitoring/management applications (e.g., smart city infrastructamd)flood monitoring.

Structural health

monitoring Home utility control  Pollution monitoring

Disaster/crisis
management

-~

2 &N

Logistics, SCM

Military fields

Fo
8c

Mobile RFID/USN Sensor nod
XA31111)_F01
Figure 171 Application areasfor USN

Figure 2 describes the overall structure oNJ8ased on such basic structure, the security model should be defined
for USN security.

4 Rec. ITU-T X.1311 (02/2011)
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Figure 27 Overall structure of USN

The sensor networking domain of USN usually correspondbeosensor nodeS{N) but includes wirdine sensor
networks as well. Thus, many kinds of wired and wireless networking technologies may be used according to the
service characteristics andquirements. That is, sensor esdise different PHY/MAC (e.g., IEEE 802.15.4) layars
operate differently in Ifbased or no#P based networks.

Sensor networks are not isolated but are usually connected to customer networks via various access networks and core
networks as shown in Figure 2. The access networking domain correspondsytaaoess networking technologies,

e.g., WLAN, mobile WIMAX, or cellular networks.Core networks include NGNhe Internet, etc. USN may require

some extensions and/or additions to core network architectures to cover new functional capability requirements
extracted from USN applications and services. For instance, home security monitoring application requires some
applicationspecific functional capability specifications. The USN middleware will consist of many software
functionalities such as context modedsid processing, sensory information gathering, data filtering, contents
managementweb servicesfunctions, network and software management, sensor profile management, directory
services, interworking gateways, etBased on all these functions, USN apations and services can be established

and provided to customers as well as enterprises, organizations, and government.

The security model for USN can be divided into 2 parts: one for the IP network and the otheroeldes sensor
network. This Recmmendation| International Standarseeks to develop the security mbtte the SN as well ashe
IP network.
The communication patterns withinro8N fall into five categories:

* Nodeto-base station communication, e.ghsar readings or special alerts

«  Base statioflo-node communication, e.g., specific requests

< Communication between a base station to all sensor nodes, e.g., routing beacons, queries, or
reprogramming of the entire sensor network

¢ Nodeto-node communications including communicaamong a defined cluster of sensor nodes, e.g.,
communications between a sensor node and alkitghbous.

« Communications between a base station and a group of nodes wherein the group is defined by nodes
sharing a common property (e.g., location,\wafe version, etc.)

Rec. ITU-T X.1311 (02/2011) 5
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The following assumptionsan be made

The base station is computationally robust, having the requisite processor speed, memory, and power to
support the cryptographic and routing requirements of the sensor network. The baseastgteway

which interconnects sensor networks with other networkay be part of a trusted computing
environment.

Communication is from base station to sensor, from sensor to base station, from senseighbitsus,
and from node to node

Therefore how security technologies are integrated should be taken into account.

IP domain

IP Network

USN-NMS

IP Network

Non-IP domaln: ‘ :I'P domain Company A

USN management domain of Company A

Figure 317 USN network configuration

The following are the characteristics of the sensor network:

The sensor network consistsmoéinysensomnodes interconnected laywireless medium.
Sensor nodes are deployed densely in a wide area or a hostile context.
Sensor nodes are vulnerable to failure.

The communication fronthe base statiorBE) to the sensor node would be of the broadcast type or
point-to-point type.

A sensor node has limited power, computational capacity, and memory.
A sensor node may hbave global identification.

There are three componentstire SN: the application server communicating withe snk node;the sink node called
thebase station, hich interfaces the sensor network d@helapplication server, anthe collection of sensor nodes using
wireless communication to communicate with each other. The sink may communicate with the application server via
the Internet ora satellite. Security arhitecture in the Ifbased network is very similar to that Rec.ITU-T X.805 |

ISO/IEC 180282. Therefore, this Recommendatiprinternational Standarfbcuses on the security of the wireless
sensor network (SN) consisting of a set of sensor nodeswBlgss transmission.

To communicate information between sensor nodegcure association between sensor nodes needs to be established
before secure communication between them can be realized. Note, however, that the following characteristics of the
sensor networkenderthe design of secure communication very difficult:

Difficulty of using public key cryptosystems The limited computational power, memory size, and
power supply maket very difficult to usea public key cryptosysters such as DiffieHellman key
agreement or RSA encryption and signatieen though a specific sensor node may have enough
resources to perform the very complex operations required for a public key cryptosystem, it may become
vulnerable to a denial of sepé attack agdescribed irclause7.1.1

Vulnerability of sensor node: Since sensor nodes may be deployed in hostile locatiogis,security

may becompromisd. After obtainingphysical access tthe sensor node, the attacker is able to access
sensitie information such as key information or sensed information. This attack can be prevented by
using a tamperresistant sensor node, which entalfigh cost. Moreover, a large number of sensor
nodesrender the employment difie tampetresistant sensor nodery difficult since it may result in a

Rec. ITU-T X.1311 (02/2011)
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high-cost networkFor some applications (e.g., military, safetytical applications, etc.however, the
higher cost$ncurred in employing tampeesistant sensor nosimay be acceptable.

< Difficulty in obtaini ng postdeployment knowledge In most cases, the sensor nodes will be deployed
in a randomly scattered manner; hernte difficulty for the security protocol to know the location of
neighbouing nodes.

e Limited memory size, transmission power, and transnssion bandwidth: Sincethe memory in sensor
nodes idimited, storingthe unique keysusedwith other sensor nodes in the network is very difficult.
Moreover, a typical sensor node has low capability in terms of transmission bandwidth and power to
communicate wittmeighboumodes.

*  Single point of failure of a base stationln sensor network a base station is a gateway to communicate
the sensed informatioto an application server through the-bBsed core network. Theecurityof the
sensor network relies on that of the base station. Therefore, basesstatitth become an appealing
target br various types of attack

Figure 4 presents a general model of ant®rehd communication between a sensor nodaersN and an AS. There
may be cases wherein the application server resides gatbeay.

Sensor
node n - e Application

server
(AS)

Sensor network Open network

XA31(11)_F04

Figure 41 General model of an endto-end communication between a sensor node the SN and an AS

The potential layerdor implementing thesecurityfunctionin USNs is shown in Figure 5. The basic security layer
corresponding to MAC or link layers responsible fothe link-by-link data transfer between sensor nodes or between
the sensor node and a gateway. The service,lagemesponding to the network layés responsible for network data
transfer between sensor nodes and between a sensor ncalgadeday. Typial examples of the service layer include
thetransferof broadcast messagirom the gateway to the sensor node and vice versa. The security of the service layer
and the basic function layeshould implement the security functions describedlause10, corresponding to the
network layer and link layer securjtyespectively Note that for some applications, thpplicationsecurity function
resides in a gateway rather than in an application server.

Server Gateway Sensor node
Security for | »  Security for
application layer i 1 application layer
Security for |, .| Security for )
transport layer transport layer Security for |, Broadcast/routing | Sec_urity for
Security for | | Security for service layer service layer
network layer [~ "] network layer S v
- 5 Security for e . ecurity for
Security R Security basic function |« Hop-by-hop security » basic function
for link layer [* "] for link layer layer layer
X4311(1")_F05

Figure 51 Layers implementing security functions for USN

7 Threats and security modes for ubiquitous sensor networks
The threats to US$&lcan be classified intorégmatsto the IP network anthreatsto the SN.

7.1 Threat modelsin sensor networks

There are two types of attackerstlie SN: a motetype attackr and a laptojype attackerln the former, the attacker

hasa capability similar to the sensor node; it can have access to a few sensor nodes. An attacker witype mote
device may be ableo jam te radio link in its vicinity.In the latter, an attacker may have access to more powerful
devices such aa laptop computetAn attacker with a laptopype device may eavesdrop on the communication in the

Rec. ITU-T X.1311 (02/2011) 7



ISO/IEC 29180:2012(E)

sensor network and have higandwidth, lev-latency communications channel; it can also jam the entire sensor
network using a higipower transmitter. There are two types of threatgHerSN: general threats and routinglated
threats. The threats ithe SN are applied to the communication betwehe base station anke sensor node and
betweerthe nodes as described inlause7.1.1. Routingrelated threatare appliedo the routing message exchangs
described irclause7.12.

7.1.1 General threats in sensor network

Rec.ITU-T X.800| ISOIEC 74982 and ReclTU-T X.805| ISO/IEC 18028 cite the following security threats to the
networks(note that these are also security thragigicable tahe SN):

e Destruction of information and/or other resources

e Corruption or modification of infanation

e Theft, removal, or loss of information and/or other resources
e Disclosure of information

e Interruption of services

In addition to these, there ameany sensor nodepecific threats such as sensmde vulnerability, eavesdropping,
privacy of sensed data, denial of service attack, and malicious use of commodity neta@rkhanet al in the
Bibliography).

¢ Vulnerability of sensor node. Sensor networksre expectedo consist of hundreds or thousands of
sensor nodes. Each node representtential point of attack, rendering the monitoring and protection of
each individual sensor from eitherphysical ora logical attack impractical. The networks may be
dispersed over a large area, further exposing them to attackers capturing and repirggiadiwidual
sensor nodes. Attackers can also obtain their own commodity sensor nodes and induce the network to
accept them as legitimate nodes, or they can claim multiple identities for an altered node. Once in control
of a few nodes inside the netwotkg attackercan then mount a variety of attacks such as falsification of
sensor data, extraction of private sensed information from sensor network readings, and denial of service.
Addressing the problem of sensor noddnerability requires technologicasolutions. For example,
cheap tamperesistant hardware could pose a challenge to reprogramming the captured sensor nodes.
Still, making nodes robust to tampering is not economically viable. Therefore, we should assume that an
attacker can compromise abset of the sensor nodes. As such, at the software level, sensor networks
need new capabilities to ensure secure operation even in the presence of a small number of malicious
network nodesNodeto-node authenticatiois one basic building block for enatdj network nodes to
prove their identity to each othédode revocatiorcan then exclude malicious nodes. Achieving these
goals giventhe resourcdimited hardwarewill require lightweight security protocols. Furthermore, all
communication and dafarocessing protocols used in sensor networks must be mesigent i.e., be
able to function at high effectiveness even with a small number of malicious nodes. For example, routing
protocols must be resilient against compromised nodes that behave maliciously.

« Eavesdropping In wireless sensor network communications, an adversary can gain access to private
information by monitoring transmissions between nodes. For example, a few wireless receivers placed
outside a house may be able to monitor the lighttamperature readings of sensor networks inside the
house thus revealing detailed information on the occupgrgssonal daily activities. Encrypting sensor
node communications partly solves eavesdropping problbotsrequiresa robust key exchange and
distribution scheme. The scheme must be simple for the network owner to execute and be feasible for the
limited sensor node hardware to implement. It must also maintain secrecy in the rest of the network when
an adversary compromises a few sensor nodes grokes their secret keys. Ideally, these schemes
would also allow the revocation of known exposed keys and rekeying of sensor nodes. The large number
of communicating nodes makes eieeend encryption usually impractical since sensor node hardware
can raréy store a large number of unique encryption keys. Instead, sensor network designers may choose
hop-by-hop encryption wherein each sensor node stores only encryption keys shared with its immediate
neighbous. In this case, adversary control of a commui@ocanode eliminates the encryptlsn
effectiveness for any communication directed through the compromised node. This situation could be
exacerbated if an adversary manipulates the routing infrastructure to send many communications through
a malicious nodeMore robust routing protocols serve as one solution to this problem. Another solution
is multipath routing which routes parts of a message over multiple disjoint paths and reassembles them
at the destination. Multipath routing manhance USN resiliene to attacksor compromisesThe
efficient discovery of the best disjoint paths to use for such an operation poses another research
challenge. Note that this threat happens in the fixed core network and has relevance to privacy
infringement in a sensor nveork.
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Secrecy of sensed date&Sensor networks are tools for collecting information; an adversary can gain
access to sensitive information either by accessing stored sensor data or by querying or eavesdropping on
the network. Adversaries can use even segly innocuous data to derive sensitive information if they
know how to correlate multiple sensor inputs. For example, an adversary gaining access to both indoor
and outdoor sensors of a home may be able to isolate internal noise from external naisseaaently

extract details of the inhabitahtsrivate activities.However the fact that sensor networks enable the
collection of information that would otherwise be imposstbleollectis not the main privacy problem.

In fact, a lot of information frm sensor networks could probably be collected through direct site
surveillance.Sensornetworks exacerbate the privacy problem because they make large volumes of
information easily available through remote access. Tattackersneed not be physically pent to

maintain surveillance. They can gather information in a-isk;, anonymous manner. Remote access

also allows a single adversary to monitor multiple sites simultaneously. Ensuring that sensed information
stays within the sensor network and remaigsessible only to trusted parties is an essential step to
ensuring privacy. Data encryption and access control serve as one approach. Another way is to restrict
the networls ability to gather dati details in such a way thabuld compromise privacy.df example,

a sensor network might anonymize data by reporting only aggregate temperatures over a wide area or
approximate locations of the sensed individuals. A system stores the sensed data in an anonymized
database, removing details that an adversaghtiind useful. Another approach is to process queries in

the sensor network in a distributed manner so that no single node can observe the query results in their
entirety. This approach guards against potential system abuse by compromised maliciaus nodes

DoS attacks As safetycritical applications use more sensor networks, the potential damage of
operational disruptions becomes significant. Defending against ddrsatvice attacks which aim to

destroy network functionality rather than subvertingr using the sensed informatienis extremely

difficult. DoS attacks can occur at the physical layer, e.g., via radio jamming. They can also involve
malicious transmissions into the network to interfere with sensor network protocols or physicatly destr
central network nodes. Attackers can induce battery discharge in sensorfimdesample, by sending

a sustained series of useless communications that make the targeted nodes expend energy in processing
themand forwarihg them to other nodes as well. More insidious attacks can occur from inside the
sensor network if attackers can compromise the sensor nodes. For instance, they could create routing
loops that will eventually exhaust all nodes in the loop. Potential defegsésst deniabf service

attacks are as varied as the attacks themselves. Techniques such aspgmteach communication or
frequency hopping can counter jamming attacks. Proper authentication can also prevent injected
messages from being accepted bg nhetwork. Note, however, that the protocols involved must be
efficient so that they themselves do not become targets of an emdrgystion attack. For example,

using signatures based on asymmetric cryptography can provide message autherficatve., the

creation and verification of asymmetric signatures are highly computationally intensive, and attackers
that can induce a large number of these operations can mount an effectiveexenggtion attack.

Malicious use of commodity networks The prdiferation of sensor networks will inevitably extend to
criminals who can use them for illegal purposes. For example, thievésclinome automation sensors

or even simply eavesdrop on their activity to gaiivateinformation on the presence, locatiatc., of

the owners and act accordingly the sensors are small enough, they can also be planted on computers
and cell phones to extract private information and passwords. Such widespread use will lower the cost
and availability barriers that are suppdgo discourage such attacks. Sensor detectors offer one possible
defense against such attacks. A detector must not only be able to detect the presence of potentially hostile
wireless communications within an area that may have significant levels oimtatference but also be

able to differentiate between the transmissions of authorized and unauthorized sensor networks and other
devices. Although such technologies may not prevent unauthorized parties from deploying sensor
networks in sensitive areabgty would makéhem more costlythus alleviating the problem.

7.1.2 Routing-specific threats

Rec.ITU-T X.800| ISO/IEC74982 andRec.ITU-T X.805| ISO/IEC180282 identify five threatsthat areapplicable
to routingrelated message exchangdtie SN. In addition to these, seven threats are identifiedae Karlrofetal. in
the Bibliography with regard to the routing messages exchanged between sensor nodes.

Spoofed, altered, replayed routing information The attacker is able to spoof, alter, and replay the
routing information, enablinthe creation of routing loop, attracting network traffic, extending source
routing, and increasing eftd-end latency.

Selective forwarding It refers to the attactlwherein a compromised node by an attacker may refuse to
forward certain messages and drop them, stopping further propagation.

Sinkhole attack It pertains to the attack wherein the attacker attracts all the traffic from a particular area
through a compnmised node.
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«  Sybil attacks: It refers to the attack wherein a single node presents multiple identities to other nodes in
the network, convincing every node that an adversary exists in more than one place at once.

< Wormhole attacks: In a wormhole attackan adversary tunnels messages received in one part over a
low-latency link and replays them in a different part. Wormhole attacks will involve two distinct
malicious nodes colluding to understate their distance from each other by replaying the pagketalon
out-of-band channel available only to the attackers.

e HELLO flood attacks: It pertains to the attack wherein a laptype attacker broadcasts HELLO
packets convincing every node in the network that the adversaryné&gtsbour

e Acknowledgment smwofing: In acknowledgment spoofing, an adversary can spoof link layer
acknowledgment fotoverheartl packet addressed to theighbouing node, convincing the sender that
a weak link is strongor a dead or a disabled node is alive.

Note thatsimple attackexploiting any of the threats described abowey even be used in combination to create more
complex attacks (e.gcombination of Sybil and Sinkhole or Wormhole).

7.2 Threat modelsin IP networks

The threat modsldeveloped irRec.ITU-T X.805| ISO/IEC180282 can be applied to the IP network. Therefore, refer
to Rec.ITU-T X.805| ISO/IEC180282 for the details of thse threats

7.3 Security model for USNs

The ®curity modekhown in Figure @lemonstratea general frameworkfdJSN secuty based orthe application area
of the USN, the overall structure ofthe USN, andthe USN network configuration. The modét based on
ISO/IEC 154081 to help establish security concepts and relationsinipgdSN security.Whenthe USN isthreatened,
appropriate securitpolicies should be selected to achieve the security objectivetelpying theproper security
technologies and special security functional requirements.

Threats Security policy  Security techniques Objective
o ||| Data-based securitf| Secure data il Confidentiality
‘S ! policy aggregation :
< || |
< | Secure route |! Integrity
% % il Network-based i
=2 i security policy Access control i Freshness
8 i Authenticated i
G i uthenticated | -
g o |l broadcast  |! Non-Repudiation
T (gl i
£ Node-based it location|! -
3 | security policy Security location ! Availability
2| i
! Key management Privacy
_____________________________________ X.1311(11)_FO06
Figure 61 Security model for USN
8 General searity dimensions for USN

A dimension is a set of security measures designed to address a particular aspect of network security to protect against
all major security threats; it is not limited to the network but extends to applicatidrehdruser informain as well.

To counter the aforesaid threats in bdtte SN and the IP networks, the following security dimensions in
Rec.ITU-T X.805| ISO/IEC180282 areapplicable:

« Data confidentiality: A sensor network should not leak sensor readinggetighboumng networks. In
many applications (e.g., key distribution), nodes communicate highly sensitive data. The standard
approach for keeping sensitive data confidential is to encrypt the data with a secret key that only the
intended receivers posseaus ensting confidentiality.
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« Data authentication/identification: Message authentication is important for many applications in sensor
networks. Within the building sensor network, authentication is necessary for many administrative tasks
(e.g., network reprograming or controlling the sensor node duty cycle). At the same time, an adversary
can easily inject messages; thus, the receiver needs to make sure that the data used in any
decisionmaking process originates with the correct source. InformdHlya autheritation allows a
receiver to verify that the data was really sent by the sender claiming to be such. Identification aims at
proving the identity of the entity or sensor node. In the-pady communication case, data
authentication can be realized throwgburely symmetric mechanism: the sender and the receiver share
a secret key to compute the message authentication code (MAC) of all communicated data. When a
message with a correct MAC arrives, the receiver knows that it is sent by the sender. Tto$ style
authentication cannot be applied to a broadcast setting without making much stronger trust assumptions
on the network nodesSending authenticatedata to mutually untrusted receivers, using a symmetric
MAC, is insecure since any one of the receiverevm the MAC key, he/she could consequently
impersonate the sender and forge messages to other receivers. Therefore, an asymmetric niechanism
neededto enable authenticated broadcast. One method is to construct authenticated Isréaafcast
symmetric printives only and introduce asymmetry with delayed key disclosure angvapdunction
key chainsAuthentication mechanisms are mainly used to validate the legitimacy of the node so that its
legitimacy and credibility are ensured.

« Data integrity: In communication,data integrityassures the receiver that the received data is not altered
in transit by an adversary.

e Access control Access control ensures that only the authorized user or entity is allowed to gain access to
information, resource, @ervices.

¢ Non-repudiation: Non-repudiation ensures that the entity or user cannot deny the activities in the
network he/she has done.

«  Communication security. Communication security ensures that the information only flows from the
source to thelestination.

< Availability : Availability ensures that information, service, and application are available to legitimate
users anytime.

A Privacy: Privacy ensures that the identifier of the user or entities and network usage is kept confidential.

In addition to the security dimensions described abowmensionfor "Resilience to AttacKsthrough the appropriate
design of PHY/MACyouting protocolsshouldbe addedor the SN part only.

« Resilienceto attacks: This refers to any of the measures for recimgefromthe various attacks against
the USN. It ensures that USN is able to recover from attacks so that it is capable of detecting/remaining
resilient to various attacks through the appropriate design of PHY/MAC/Routing protocols. Resilience to
attacks mclude resiliene against compromised nodes, resilieragainst eavesdpping on routing
information,etc.

9 Security dimensions and threats in ubiquitous sensor network

Message exchange the SN can be grouped into three types: message exchange betoass) message exchange
between a base station and a node, and message gxdbaroutingrelated message

9.1 Security dimensions and threats for the message exchange in sensor netvgork

9.1.1  Security dimensions and threats for the message exchangeween sensor nodes

Table llists the securityequirementsand describes thelationship between the security dimensions thedsecurity
threatsidentified inRec.ITU-T X.805| ISO/IEC180282. The letter"Y" in a cell formed by the intersection of the
table'scolumns and rows suggests that a particular security threat is opposed by the correspondindisesnsitn
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Table 17 Mapping of security dimensions to security threats

Security threat
o . . . Theft, removal,
Security dimension | Destruction of Corruption or or loss of Disclosure of Interruption of
information or modification of . - - . .
. ) information and information services
other resources information
other resources
Access control Y Y Y Y
Authentication Y Y
Nonrepudiation Y Y Y Y Y
Confidentiality Y Y
Communication
security A Y
Data integrity Y Y
Availability Y Y
Privacy Y

Table 2 lists the securitydimensionsand describeshe relationship between security dimensions and sensor node
specificthreatsfor the message exchange between nodes or information stored in sensdrneolééter'Y" in a cell

formed by the intersection of the table@umns and rows suggests that a particular security threat is opposed by the
corresponding securitglimension. For example, the threat of sensor node compromise could be addressed by
employing physical access control to limit access to the resource of the sensor to the authorized user or entity only,
using noddo-node authentication to prove dmedentity to theother and vice versa, using data processing and
communication protocol resilient to a small number of compromised sensor nodes, and/or employing routing protocols
resilient to compromised nodes that behave maliciously. The threat of privacy infringensemsed data could be
addressed by employing data encryption and access control resulting in the protection of sensed data accessible to the
authorized node only, processing sensed data transfer in a distributed manner so that no single node obsesegs the
data, and/or selecting a secure routing path for transferring the sensed data. The diergataffserviceattacks could

be addressed by employing the proper authenticatitimecfensed data and designing the security protocol involved to

be resilient to DoS attackand/or spreagpectrum communication technology to counter any jamming attack.

Table 21 Security dimensions to sensor nodspecific threats

Sensor nodespecific threats

Security dimensions Sensor node Secrecy of senseq DoS Malicious use of commodity

compromise data network
Access control Y Y Y
Authentication Y Y Y
Nonrepudiation
Confidentiality Y Y
(S:é)crﬂm;nlcatlon v v
Data integrity
Availability Y
Privacy Y Y
Resilienceo attacks Y Y Y Y

9.1.2  Security dimension and threats formessagsbroadcast from a base station to all sensor nodes

Table 3 lists the securitydimensionsand describes theelationship between the security dimensions gmedsecurity
threatsagainst thenessagebroadcast frona base station to all the sensor nodée letter'Y" in a cell formed by the
intersection of the tableolumns and rows suggests that a particular security threat is opposed by the corresponding
securitydimension.
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Table 31 Security dimensions to sedatity threats against broadcast message

Security threats againstmessagebroadcast from a base station to all nodes
Security dimension Destruction of Cor(qptiqn or Theft, removal, Disclosure of Interruption of
information modlflcatlpn of or lOSS.Of information services, DoS
information information
Access control Y Y Y Y
Authentication Y Y Y
Nonrepudiation Y Y Y
Confidentiality Y Y
(Sié)cmum;nlcatlon Y v
Data integrity Y Y
Availability Y Y
Privacy Y
Resilienceto attacks Y Y Y Y Y

9.1.3 Security dimension and threats for the routing message exchange

The threats can be classified into two categories: insider attacks and outsider attacks. Insider attacks can be launched by
the insider, i.e., the attacker has sokmowledge of some sensitive information stored in some sensor nodes, i.e., key
information related to routing message exchange. Insider attacks may be reldiedsybil attack, HELLO flood

attack, wormhole and sinkhole attack, selective forwardiraglatand DoS attacR.able4 lists the securitglimensiors

and describes threlationship between the security dimensionsthedsecurity threatsf the routing message exchange
launched by an insider attackhe letter"Y" in a cell formed by the intersgon of the table'solumns and rows
designateghat a particular security threat is opposed by the corresponding setiorégsion.The insider is able to
compromise the sensor node, i.e., an authorized participant in the sensor node performs ctiicibess as well as

launch activeand passive attack Insider attacks may be launched from either compromised sensor nodes running
malicious code or adversaries who have stolen the key material, code, and data from legitimate sensor nodes. The
insider is able to attackhe SN by spoofing or injecting bogus ring information, creating siriloles, selectively
forwarding packets, using Sybil attack, and broadcasting HELLO floods. Link layer security mechanisms using a
globally shared key may be inefficiein the presence of insidattacks or compromised nodes.

For example, the Sybil attack can be addressed by using routing message authentication and encryption utilizing the
resulting key as the outcome of a thpdrty key distribution scheme suchMsedharmSchroederand by limiting the

number ofneighbous that a node is allowed to have. Most insider attacks are preventedausimgted platform

module TPM) in the sensor node.

Table 41 Mapping of security dimensions to security threats of an insider attack

Security threat
Security dimension Selective Acknow-
Sybil attack HELLO flood Sinkhole . Wormhole ledgment
forwarding )
spoofing
Access control
Message
authentication Y Y Y Y
Identification Y Y Y Y
Nonrepudiation
Confidentiality Y Y Y Y
Communication
security
Data integrity
Availability
Privacy
v (thrdpanty |y (verification Y Y Y (tight Y (thid-party
Resilient technology, distribl)J/tion of link (multipath, | (multipath, time diStl’ibEJ/tiOI’l
TPM) ’ bidirectionality) TPM) TPM) synchronization) TPM) '
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Table5 lists the securitydimensiors and describes threlationships between the security dimensions andéhbarity
threatsof the routing message exchange launched by an out3iderdetter'Y" in a cell formed by the intersection of

the table'scolumns and rows suggests that a particular security threat is opposed by the corresponding security
dimension.Although he outsie@r is able to launch active and passive aigitle attacker has no special access to the
sensor networki.e., heshe cannot compromisthe sensor node. Most outsider attacks against the sensor network
routing protocol can be prevented by simple linkelagncryption and authentication using a globally shared key. The
Sybil attack is no longer relevant because nodes will not accept a single identity of the adversary. Therefore, for
example, the Sybil attack can be addressed by verifying the identityeofdhsor node or by using message
authentication or through confidentiality. Selective forwarding and sinkhole attaal be impossible because the
adversary is prevented from joining the topology. Link layer acknowledgment should be protected by @mployin
message authentication. Multipath routing can be used to counter selective forwarding attacks. Messages routed over n
paths are protected against selective forwarding attacks involving up to n compromised nodes

Table 57 Mapping of security dimensions tooutsider security threats

Security threat
Seeurtty dimension ;'gg:( Hfllicl)_cl)_do Sinkhole fosrwe'aercc}:\rllg Wormhole @gzr:ggvr;t
spoofing
Access control
Message authentication Y Y Y Y
Identification Y Y Y Y
Nonrepudiation
Confidentiality Y Y Y Y
Communication security Y
Data integrity
Availability
Privacy Y Y Y
Resilient technology Y (Multipath) Y (multipath)
9.2 Security dimension and threatfor the message exchange in the IP network

The security threats and security dimensions developBedilTU-T X.805| ISO/IEC180282 can directly be applied
to a secure message exchange through the IP network. Therefore, fieéar. fBU-T X.805| ISOIEC 180282 for
related details.

10 Security techniquesfor ubiquitous sensor networls

10.1 Key management

Key management refers to the generation, distribution, sharing, rekeying, and revocation of cryptographic keys for the
data confidentiality servicedata integrity, data freshness, and data authenticatidheiSN. The security of key
management forms the foundation tfe security of other security services. In the sensor network, sharing or
distributing a pahkwise key between the sensor nodes argtaaupwise key among a set of sensor nodes is very
important. It is sometimes called key agreement scheme.

In general, there ar¢hree types of key agreemerntusted server scheme, seliforcing scheme, and key pre
distribution scheme. The trusted seregeheme uses the central trusted server to share theipaikey between the

sensor nodes or the growsse key among the sensor nodes. A typical example of this scheme is Kerberos. Note,
however, that this type of scheme is not adequate for the seetsavrk since there is no trusted infrastructure in the
sensor network. The seatihforcing scheme uses the public key algorithm to share thevisairkey or groupwise key

in the sensor network. Typical algorithms of the public key algorithm include iffie -Blellman key agreement
algorithm andthe RSA key transport algorithm. Note, however, that this scheme cannot be employed in the sensor
network due to the limited memory and computational complexity of the sensor node. The-&&yrilmation scheme
pre-distributes the key information among all sensor nodes prior to deployment. The deployment of most sensor nodes
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is random. In other words prioriknowledge as to the exact location of the sensor node is assumed to be unknown
prior to deployment. This scheme has low communication overhead. In addition, it is resilient to node compromise, and
it does not rely on the trust of the base station. Thexetbis scheme is very suitable for the wireless sensor network.

There are a number of key pdestribution schemes that do not assume to have knowledge of deployment of the sensor
node. The simple scheme is a master-thaged pralistribution one. In tls scheme, all nodes have a single common
master key that is préeployed to each sensor node. Any two nodes use this global master key to obtain the common
pair-wise key by exchanging random nonces. This scheme does not provide desirable resiliencetonpoataise

since the entire sensor network is compromised if a node is compromised. The second scheme is -caibedkpgir
pre-distribution scheme. This scheme is designed to let each sensor node-iasaciét paiwise keys each of which

is known oty to this sensor node and one of the othet Nensor nodesvhere N is the total number of sensor nodes in

the network. This scheme renders perfect resilience against node compromise since a compromised node does not affect
the security of any other nodBlonetheless, it lacks scalability since adding new nodes to the existing sensor node is
impossible owing to the absence of a new-page key in the existing node. In addition, this scheme is not practical
since the memory size is limited when the numtfesensor nodes is very large. The third scheme is the random key
pre-distribution scheme. In this scheme, the subset of keys from a large key pool is stored prior to the deployment of
sensor node; two nodes find a common key and usaislaared sessn key between them.

In the random key schemes presented so far, however, while each node can verify that someighibitsis have
certain secret keys, and that they are consequently legitimate nodes, no node can authenticate the iderdithadia
with whichit is communicating.

The following are the capabilities of key managensmporing nodeto-nodeauthenticatiorin a sensor network:

Key management supportedeto-nodeauthentication

e Scalable key managementThe key management schesgppors a large sensor network. In addition,
it should be flexible when there is a substantial increase in sensor nodes even after the depldaliment of
sensor node.

» Efficiency of memory size, processing capability, and communication overhead requiredrf key
management The key management schemes kefficient storage complexity, i.e., minimum memory
size to store the key in the sensor node, efficient computation complexity required to establish the key,
efficient communication overhead, i.e., humber méssages exchanged during the key generation
process.

« High probability for pair-wise key establishmentin the key management scheme, the two sensor
nodes heae high probability of establishing the common key and key material.

« Resilience againstcompromised nodes: The key management scheme Hhs capaliity to resist
compromisd nodes. A compromised security credential should not reveal even rthisimum
information on the security of other links in tlsensor network, i.e., higher resilience means lower
number of compromised linkdlote thatresilience should not be limited to key management issues
should be applied to all sensor nodAstypical example includes resilience against eavesdropping on
routing information Details of key managemeraredescribedn AnnexA.

10.2 Authenticated broadcast

This is important since broadcasts are used in manyicafiphs in sensor atworks. For example, routing tree
construction, network query, fware updates, time synchronization, and network management\albn broadcast.

Due to the nature of wireless communication in sensor networks, however, attackers can easily inject malicious data or
alter the content of legitimate messages during rhioli forwarding. Sensor network applications need authentication
mechanisms to ensure that data from a valid source will not be altered during transmission. Broadcast authentication is
one of the most important security primitives in sensor networks.

A broadcast message targets all sensor nodes. A broadcast mesisaggcatibpn scheme allows any targeted node to

verify the authentity of the broadcast messagdsvo kinds of techniques can be used to achibigtargetaccording

to the type of cryptographic algorithm. In the case of public key cryptography, a digitelture can be used. If
symmetric cryptography is used, there is a need to append to the data the verifiable authentication data (i.e., message
authentication code) based on the multiple shared secret between the base station (sink node) and séhsoitaode

the properties of the sensor network, the broadcast authentication method is preferred in broadcast message
authentication based on symmetric cryptography.

There is a typical scheme for enabling broadcast authentication in sensor networksTESIed (timed efficient

stream losdolerant authenticatign(see IETFRFC 4082 and Adrian in the Bibliograpy TESLA supports delayed
perpacket data authentication and integrity checking. The key idea is the delayed disclosure of symmetric keys. The
delayed key disclosure results in authentication delay. TESLA has the following properties: low computation overhead
for the generation and verification of authentication informatiow communication overheadimited buffering
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requiredfor the sender ahthe receiverhigh robustness to packet lpssales to a large number of receivers, and
protection ofreceivers from denial of service. TESLA makes the following assumptions:

e The base station and the sensor node should be looselgytimakronized.
e TESLA should be bootstrapped at session setup through larégta authentication system.

As the simplified version of TESLAhe UTESLA protocol éeePerrig et al.) basically uses the delayed disclosure of
symmetric key. The base station and the sensor nodes are assumed tesyadhmanized loosely. The operation is as
follows: the base station computibe MAC on the packet with the key that is secret at tlodtpof time. When a node

receives a packet, it can confirm that the base station has not yet disclosed the corresponding MAC key according to its
loosely synchronized clock and time when the keys are to be disclosed. The node stores the packeeim Whbaff

the MAC keys are to be disclosed, the base station broadcasts the MAC keys to all sensor nodes. The sensor node can
verify the authenticity of the broadcast message by using the disclosed MAC keys and MAC data stored in the buffer.
Each MAC key isa member of a key chain that has been generated by-aaynéunction. For the base station to
generate this key chain, the base station chooses the last &Ethe key chain randomly and applies the-aray hash

function H repeatedly to compute alhet keysK; = H(Ki.1),i = 1 ,n-1.The sensor node, which shareswith the

base station, can verify the correctness of the key and use the disclosed MAC keys and MAC data stored in the buffer to
authenticate the packet stored in the buffer. The following are the differences between TESLA and uTESLA:

«  TESLA authenticate the initial packet with a digital signature, which is too expensive for sensor nodes.
MTESLA uses only symmetric mechanisms.

« Disclosing a key in each packet requires too much energy for sending and regqel&&d.A discloses
the key once per epoch.

e« Storing a onevay key chain in a sensor node is expensiN€ESLA restricts the number of
authenticated senders.

The following are theapabilitiesof authenticated broadcaéh a sensor network:

« Resilience againstcompromised nodes: Since tampeproof hardware will unlikely be deployed on
sensomodesin the near future, secure sensor network protocols need to be resilient against compromised
nodes. In addition, being resilient to attacks necessitates the avoidance of single plaithiseofFor
instance, a base station is a single point of failure. Taymmaf base stations should be combined with
multipath routing (even through access points) so that base station security failures may be less
compromising.

« Low computation overhead Sensor nodes have limited computation resources; thus, an ideal protocol
would have low computation overhead for btitesender anthereceiver.

« Low communication overhead Energy is an extremely scarce resource in sensor nodes. In particular,
rado communication consumes the greatest amount of energy. Thus, protocols with high communication
overhead are avoided, if possible.

* Robustness to packet lossReliable message delivery is the property of a network wherein valid
messages are not dropped.

« Immediate authentication: Depending on the application, authentication delay may influence the design
of the sensor network protocol. For tirogtical messages such as fire alarms, the receiver would most
likely need to authenticate the message immebljiatNote, however, that authentication delay is
typically acceptable for netime-critical messages.

< Messages sent at irregular timesSome applications send synchronous messages at regular and
predictable times, while othemdo not. In some situationssending messages asynchronously (e.g.,
presence detector) should be avoided to prevent the creation of covert channels. In other cases, having
synchronous (i.e., periodic) communication activity should be avoided to prevent security threats due to
the pralictability of network communication behavio

MUTPCis another improved version of TESLAhe details of uTPC foauthenticated broadcast in sensor netwarlks
described ilAnnexB.

10.3  Secure data aggregation
Data aggregation is a widely used teclueiop wireless sensor networks.

The security issues, data confidentiality, and integrity in data aggregation become vital when the sensor network is
deployed in a hostile environment. There have been many related works propadéess these security issu

Secure data aggregation refers to ametwork process performed on the aggregator node to transfer securely the
aggregation value to the sink node (i.e., a base station) by combining the sensed values sent by a number of sensor
nodes. In this schemeach sensor node sends an encrypted sensed value to the aggregator, which then calculates the
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encrypted aggregator results using aggregation functions such as summing function, average function, median function,
and maximum value or minimum value; the ksinode obtains the aggregation value by decrypting the encrypted
aggregator results.

Therefore, it is more useful for the base station or a sensor node to have the capability to aggregate data than the
individual value from all sensors. By aggregating dataucing the amount of data that needs to be transmitted from

one sensor to another sensor can be reduced. Secure data aggregation can be applied to sensbrs deploye
hierarchical structure.

There are two kinds of secure aggregation methlodigby-hop encrypted data aggregation and-emédnd encrypted
data aggregation.

e Hop-by-hop encrypted data aggregation The operation is based on kbp-hop encryption between
neighboursensor nodes. Each pairmdighboursensor nodes is assumed to share a aomsrcret key.
The sensed values are encrypted by many sensor nodes. All encrypted values collected are decrypted by
the intermediate aggregator nodes, which then obtain aedcrgpt the aggregated value. This process
is repeated up to the sink node.diy, the sink node obtains the total aggregated value.

* End-to-end encrypted data aggregation The operation is based on the @agnd encryption between
many sensor nodes and one sink node. A common secret is assumed to be shared between many sensor
nodes and a sink node. The sensing nodes encrypt the sensed values and forward them to intermediate
aggregator nodes, which only collect them, perform some cryptographic operation on the aggregated
values, and forward them since they do not have decrypégs. IEinally, the sink node decrypts many
encrypted aggregated results.

The framework for endo-end encrypted data aggregation is known to incur higher computation cost on the sensor
nodes but achieves stronger security compared with the framework féwyHogp encrypted data aggregation

10.4 Data freshness

Since all sensor networks stream some forms of -tiamging measurements, guaranteeing confidentiality and
authentication is not enougbnemust also ensure that each messaesh Informally, data freshness implies that the

data is recent and ensures that no adversary replayed old messages. We identify two types of freshness: weak freshness
which provides partial message ordering but carries no delay information, and strong freshness,owidiet grtotal

order on a requesesponse pair and allows for delay estimation. Weak freshness is required by sensor measurements,
whereas strong freshness is useful for time synchronization.

10.5 Tamper-resistant module

The best welknown technique torptect against sensor node compromise is to use the taegisiant module in the
sensor node. If each sensor node is equipped with a tasgistant module, protecting the storage of sensitive data,
e.g., key data, may be possibitherwise damagecanbe triggedin case of capture of sensor nodes. Another possible
technique in protecting against a compromised sensor node is to limit the amount of information obtained by the
attacker after reading data from the captured sensor nodes. The former isxpemnsive than the latter, however.
Therefore, the first option will be limited to applications that are critical enough to require the more expensive option. If
sensor nodes cannot be tampesistant, the latter should be implemented to gain probaksityurity. The
cryptographicmodule(FIPS PUB 14€R) is an example o& tamperresistant module that ensures sensitive data without
storage damage

10.6  USN middleware security

An enormous amount of data collected in the sensor netisa#curely stored, anaged, and anagd bythe USN
middleware, which delivers data to the appropriate application through a secure channel. Since it communicates with
sensor networks or applications over the IP network, USN middleware should consider the existing sexatstprih

the IP network. To ensure secure communications against various threats such as spoofing, sniffing, message
modifications, DDoS, etc., security dimensions such as encryption/decryption, authentication, authorization, and access
control are consided and applied. Furthermore, the encryption/decryption function for data stordw WSN
middleware is needed because USN middleware sometimes stores very important and valuable data that cause a big
problem when revealed. The security technique torenthe availability of USN middleware &soconsidered. The
cryptographic moduléFIPS PUB 14€) canbe considered assecurity module for USN middleware.

10.7  IP network security

The IP network security technologiesRec.ITU-T X.805| ISO/IEC180282 can directly be applied to secure message
exchange through the IP network. Therefore, related details can be omitted.
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10.8 Sensor node authentication

The mechanisms for sensor node authentication are mainly used to validate the legitimacy of thenegudipmét
enters the network to ensure that equipment in the netarerkegitimate and credible. Details of authentication
mechanisms for the sensor node are described in Annex C

10.9  Privacy protection in sensor networls

Data encryption and access control are typical approaches for ensuring privacy preservatgensor network.
Another approach is to limit the network capability to collect the sensedndsit&hlevel of detailthat the privacy of
the individuals conerned could be compromised For example, the sensor network might repibet aggregate
temperatre over a large area instead akmall area.Sensed data should be storselcurelyin a sensor node by
applying access control mechanisms to them. Anotheappris to process the queryanistributed manner so that a
single or a small number of sensor nodes cannot obtain the query, whidtsmight result in comproniisg privacy.

11 Specific security functional requirements for USN

This clause specifiesthe various levels of securityequirements that pertain individually or collectively WSN
security

11.1  Mandatory functional requirement
e« TheSN is required to support the data integrity and message authentitigsehsed data.

« The key management schemethe SN is required to support the key gfistribution scheme described
in clause 10.1.

« Key management is required to support both -pége key establishment and grewse key
establishment.

* TheSNis required toauthenttate broadcast messages from a base station to all the sensor nodes and
vice versa.

* TheSN is required to support secure routing protocols with message authentication, ID authentication,
data freshness, and data integrity

e TheSN is required to support the capability to be resilient against various attacks.

* The base station ithe SN is required to support the capability to mitigate the effects of DoS attacks from
both wireless interface and wired interface.

e TheUSN is reqired to support USN middleware security as describexdbinsel0.6.
e TheSN is requiredo supportuthenticatiofidentification ofthe nodeby other nodes.

11.2 Recommended functional specifications
« TheSN is recommended to support a secureterehdencrypted data aggregation scheme.
¢ TheSN is recommended to support data freshness for sensed data.
e TheSN is recommended to support the confidentiality of sensed data.

< Key management is recommended to support thewia& key establishment based on-bBsed
authentication. An example of this authentication is describdaiexC.

«  TheUSN is recommended to support the mechanism for ensuring the privi®sehsed data.
e The base station is recommended to supjponper resistance to avoid a single point of failure.

11.3  Optional functional specifications
e The sensor node or base station can optionally provide a secuby-hop data aggregation scheme.

e The sensor node can optionally hatamperresistant modle for protecting credentials, sensed data, or
other confidential data.

e The sensor node can optionally have tamper detection, tamper evidence, or tamper response.
« TheSN can optionally have the capability to mitigate DoS attacks against the sensor nod

< The SN can optionally have the capability to access multiple or randomly selected base stations to
mitigate largescale security threats due to single point of failure effects.
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The SN can optionally have the capability to mask asynchronous adgtitatpynchronous messaging.

The SN can optionally have the capability to provide multipath and/or randomized route selection to
enhance resilience to attacks.

The base station in the sensor network can optionally have the capability of intrusioioletect
The SN can optionally have the capability to be configured to provide privacy protection.
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Annex A

Key management in sensor etworks

(This annex forms an integral part of tlecommendation | International Standprd

Al Threat time

Oncedeployed, nodes establish a paise keyin ashort timeto ensure the kéysecurity. Thereforayhether the phase

of key setup is exposed tm adversary or nds crucial because sensitive information such as random number or
identity information ofthe node is open during this phagen adversarynayget ready to attack in advance even before
key setup. This adversary can amsalthe communication between nodes or obtain physical access to the node during
key setup. This adversary is regarded as steongjintensive. This means that an application requiring a high security
level must design a key schemgsuming a prepared adversary.

On the other hand, to maka application morélexible and usable, Bey management schemith low security level
can ke taken In this case an attack is possible after a key is established. It is hard for an adwehsadpesot know
the deplogdtime and whds unable to access the deptmplaceto try an attackduringkey setup. This is gery real
case despite thieose attack. On the application where loosemattacksduring key setup are launched, designing a
key scheme is reasonable to impreffeciency and scalabilityith only loose security.

A.2 Key managementclasses

Based on the two criteria above, ifbreats and threat time, 4 key management classes are defined.

A2.1 Class 1

This class assumes that adversary camavesdromfter key setupThereis no other threatsuch as node capture
throughout the network lifefhus, his classconsiderghe wealkst adversary.

A.2.2 Class 2

This class assumes that an adversary can eavesdrop or capture and reprogracompdasising the nodeafter key
setup. In other words, during key settiggreare nothreatsin place, anceavesdropipg hardly exists. Aftekey setup,
however, an adversary is capableeatesdroping or obtaining secret information through node capture.

A.2.3 Class 3

This class assumes thah adversary camavesdrop on theommunicatios when nodes are deployed; after key
establishmentheadversarys prepared for all attacks including node capture.

A2.4 Class 4

An active adversary always waits for node deployment. This meansavegdropipg and node capture already take
place in the phase wherein nodes are deployed. @mimgj the $rongest adversaries, thitassis a general assumption
but incursin high cost.

Generally, an adversary able to attack including executing node capture is considered to have enough ability to
eavesdropn transmitted data. Accordingly, othelasse need not be considered: the cagereincompromising a

nodeis always possible butavesdroping is practicalonly after key setupand the casevhereinall attacks except
eavesdroping are possible only after key setup. Moreover, the hightasslevel is, the stronger an adversary. If a key
schemen a higher clasi secure, it is also secure ifoaver class Thekey scheme classase shown in Figuré.l.
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Figure A.11 Key management classes

A.3 Key schemes
A.3.1 Key management mechanisms

A.3.1.1 Pair-wise key predistribution

A pair-wise key between a pair of nodes is directly stored anedjmteibuted in each node prior to node deployment
("pair-wise key scheni@. Since each node in this scheme stores itsvgial keys, it has perfect resilience against node
capture; in other words, even if a node is captured, the keys efamiared nodes are never compromised. Note,
however, that scalability is limited because the network scale depends on the memoryodetidere potential keys
are stored.

A.3.1.2 Master key-based predistribution

A pair-wise key is derived from both a random number exchanged between each node and a single master key
pre-distributed into each nodénfaster key scherig It results in grelakey connectivity and requires little memory.
Nonetheless, resilience is very low since all péise keys can be compromised when the master key is exposed to an
adversary. Unlike thenaster key scheme, which does not erase a master key after keyasetapter key is erased
completely after a paiwvise key is established. Although resilience is improved by erasing the master key of the
deployed nodes, the risk of compromising a master key during node addition remains since the added nodes store a
masterkey.

A.3.1.3 Base station participation

"SPINS falls under this mechanis(seePerriget al. in the Bibliography. In SPINS, each node is given its shared key

with the base station, also known as a gateway. The base station directly transmitgisepay encrypted with each

node's shared key. In other words, the base station mediates in key setup. This scheme supports not only full connection
but also perfect resilience. Still, it is not scalable because of the immense traffic volume resultingefnmediation.

A.3.1.4 Probabilistic key pre-distribution

For large networks, a probabilistic method is more efficient than a deterministic method. For instance, this mechanism
is based on the concept that all the nodes in all networks are connected Wa&®9@ probability— almost fully
connected- if the probability that each node can establish a-wae key with itsneighboumodes is 0.33. A key ring

is stored in each node prior to deployment (key kingrandomly selected from key pd®| which is randomly selected

from a huge key space). A common key in both key rings of a pair of nodes is used as tnégepldty. It guarantees
enough resilience- albeit an imperfect one because the probability of breaking the communication link/is
Moreover, it supports largsecale networks.

A.3.1.5 No key pre-distribution

This mechanism considers the reality of sensor networks. If an adversary does not know where and when nodes are
deployed, launching an active attack at an early phase isutlifimproving efficiency instead of opting for minimal

node loss can be a good traafé due to attacks during key setup. In this scheme, key setup is completed in a relatively
short time through a few transmissions. As an advantage of this mechanidras¢hstation does not take part in key

setup; hencerelatively less energis consumed. Unlike the pristribution schemes above, it does not need to load
potential keys into a node, thereby incurring low cost in terms of network organization. No&xehotlat it is only

strong when an adversary does not obst#reeommunication during key setup; it cannot add nodes since -avisar

key is established through the exchanged data during key setup.
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A.3.1.6 Probabilistic pair-wise key predistribution

Suppose a sensor network has a maximunm abdes. A simple solution to the keyedistribution problem is the
pair-wisekeys scheme where each node contaifiscommunication keys each being paise privately shared with
one other node in the networkhe probabilistic paiwise keys scheme is a modification of the paitse key scheme
based on the observation that notnall keys need to be stored in the ngdeey ring to have a connected random graph
with high probability.Erdos and Renyi's formulallows us to calculate the smallest probabiptgf any two nodes
connected such that the entire graph is connected with high probabilithherec is the desired confidence level
(probability) that the sensor network is connected after completing tivection protocol (see Spengefo achieve
this probabilityp in a network withn nodes, each node needs to store only a random setpafir-wise keys instead of
exhaustively storing alh—1 keys The use of paiwise keys instead of purely random keymsen from a given pool
can give us nod®-node authentication properties if each node holdingkkalgo stores the identity (ID) of the other
node, which also holdk. Thus, ifk is used to create a secure link with another node, both nodes are oéttzén
identity of each other since no other nodes can kold
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AnnexB

Authenticated broadcast insensor retworks: uTPC

(This annex does not form an integral part of Rézommendation | International Standprd

B.1 Construction of uTPC

A major problem in scaling up UTESLA is how to distribute and authenticate the initial U TESLA parameters (UTP)
including the key chain commitments, starting time, duration of each time interval, etc. The multilevel U TESLA uses
high-level WTESLA instancesot authenticate the parameters of {mwvel ones; it inherits the authentication delay
introduced by UTESLA during the distribution of those parameters. As a consequence of such authentication delay, an
attacker can launch DoS attacks to disrupt the digtab of the initial U.TESLA parameters. Moreover, a multilevel
UTESLA cannot handle a large number of senders.tidehased uTESLA protocol uses the Merkle Tree mechanism

to distribute pTP. Using the certificate from the Merkle tree, receiver nodesutlaenticate UTP immediately; thus
resisting DoS attacks. Note, however, that the costesfbased UTESLA is too high. The pyTP@Bksed broadcast
authentication protocol constructs pTPC (UTP -wvay chain) to distribute and authenticate uTP. It can rd3sh

attacks but incurs low cost.

In sensor networks with multiple BNodebke BNode proadcast nodemay have different characteristics considering
the task to be performed. The life cycle, broadcasting frequency, antimealequirement othe BNode are called
feature parameter&P). The BS will construct uTP based on the FPtloé BNode. For example, for the BNode with
short life cycle, high broadcasting frequency, and strict-tiead requirementthe BS will construct a special uTP
containirg short key disclosure lag and fewer uTESLA instances with short time intéh&FkP can be expanded if
necessary.

UTPC consists of uTP armheway chain After FP is determinedhe BS will first divide the lifetime of BNode intdl
time intervals with éngth of Ty such that the duration dfy (e.g., 30 minutes) is suitable for runniaguTESLA
instance orthe BNode and sensor nodes efficientBased on the broadcasting frequency andtiesd requirement of
theBNode,the BS will divide Ty into n time intervas with length ofT,. Based oriN andn, the BS uses pseudandom
functionF to generatéhe N uUTESLA key chains that are linked together. Fitise BS generates the last ki , of the
N-th LTESLA key chain randomly. Afterward, usitige hash function H (e.g., SHA), the BS generates the rest of the
keys of theN-th U TESLA key chain according t€y;=H(Kn:1). For the(ii 1)-th uTESLA key chainthe BS generates
the last key by performing a pseudo random function on the first key (keyorie commitment) of thig th uTESLA
key chain, and then generates the aéghe keys of the if 1)-th U.TESLA key chain by performing H on its last key.
This way,the BS generates all U.TESLA key chains up to the last one. Figdresh®ws theonstruction of U TESLA
key chains.

After all U.TESLA key chains are generated, fioe BNodej, the BS will assign different keys to different time intervals
T,. Accordingly, there will beN WTESLA instances. Whereas the initial parameter ofithgquTESLA instance is
MTP={TL Kol TL Tl d} where T denotes the current timK; , denotes the commitmeni; refers to the starting
time, T, denotes the synchronization interval, ashdefers to the disclosure lag of the key. After all uTPs are
determinedthe BS generates a valudy randomly, and then computes eddlvalue byU;;;= H(UiL uTP;4) up toUq
where"L "denotes message concatenation. FintligBS constructs pTPC that includBquTPs. Figue B2 shows an
example of the construction of uTPC.

HTESLAN
H H H
2 «O—O
K HTESLAN. Kna Knna  Knn
N-1,0 H H
O e
K- Knin:  Kn
MTESLA, . N-1.1 N-1,n-1 N-1n
H H
Ko K11 Kin1 Kin

Figure B.17 Construction of U.TESLA key chains of uTPC wherein each kK, is
derived from K, ; using pseudo random functionF
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Figure B.27 Construction of uTPC where U = H (U;,4||UTP)

B.2 Construction of uTPCT

Supposem BNodes exist in sensor networks. For convenienneassume thatm = 2 wherek is an integer. Prior to
deploymentthe BS precomputesn uTPCs each of which is assigned a unique, intggére ID between 1 anah. For
purposes of presentation, théh U value ofi-th pTPCis denotedasU;;, j-th uTP asuTP;; andi-th initial parameter
(including U; o, ID;) of uTPC asS. The BS then computek; = H(S) for all i {1,...m}. Afterward, it constructs a
Merkle tree usindKy,...Ky} as leaf nodes. Each néeaf node is computed by applyitgjto the concatenation of its
children nodesSuch a Merkle treeis calleduTPCT (UTPCMerkle hashree). Figure BB shows uTPCT with eight
IJ.TPCS, Where(lzzH(K]_I,_ Kz), Kl4:H(K12L K34), K18:H(K14L K58)| etc.

Kis

K14 K58

;{KIZ K34 K56 K78
</Kl x} K2 d K3 K4 K5 KG K7 Kg
St S (g S (5 Sy S S S S
Figure B.37 uTPCT tree with 8 leaf nodes; the nodes in the boxes
constitute the certificate of S called PCert,

The BS also constructs a parameter certificate for each uTPC instance. The certificate iftim {fiEPC instance
consists of§ as well as the values corresponding to the siblings of the nodes on the path fiamlgsf node to the
root of UTPCT. For exaple, the parameter certificate for theth4uTPC instance in Figure .B is
PCert;={S;,K3,K12,Ksgt. For each BNode, which will use a given uTPC instartbe, BS distributes uTPC anthe
corresponding parameter certificate toTihe BS also predistributesthe root of uUTPCT to all potential receivers of
broadcast messages.

Before the construction of UTPCT, if there are similar parts in all pnTPs of some UTPCs, the same partaref puitP
together with the initial parameter of uTPC as leaf nodes to congtflRCT. For example, if disclosure lagand
synchronization interval$;, in all uTPs ofuTPG are the samél;,; andd are puttogether with the initial parameter of
UTPG as leaf nodes to construct uTPCT. Accordingly, the same parts of uTP will bbudéed together with the
certificate of pTPC only once. In the process of uTP distributiba,BNode needs to distribute the discrepant part
only. This way, substantive communication cost will be saved.
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B.3 Authenticated broadcast

The performance dheauthenticated broadcast protocol can be divided into the following five phases:

B.3.1 Protocol initialization

Prior to the deployment of sensor networtkee BS builds pTinst (denotes the UTESLA instance), uyTPC, and pTPCT
according to the quantity and FPall BNodes. Afterward, it distributes roBtof uTPCT to RNodergceiving nodg

B.3.2 Request for uTPC

Before joining sensor networki)e BNode sends request BREQ, which includes BNdsl€-P tothe BS. Afterward,
the BS searches for the compatildPC (e.g., uUTPC, shown in FigureB.3) according to the FP dhe BNode.
Together with certificaté®Cert, and Kgen, (denotes the generated key of the UTESLA key chain) of all pTitmst8S
sendquTPCback tothe BNode.

B.3.3  Authenticate BNode

Before broadcastinghe BNode publishes its certificateCert; to all RNodes to prove its legitimacyhe RNode uses
R and equation HH(H(F)L K3l K)L Ksg) = Kig to verify the validity ofPCert,. If it succeedsthe RNode saves
UTPCs initial parametet, o, ID,4in the PCert, as well as the same parts of uTRHrUTPC.

B.3.4  Distribute uTP

After successful authenticatiothe BNode creates the firgtTESLA key chain according t&gen Of the first puTinst
using the hash function H. Afterwardthe BNode broadcastd),; and puTP,o to the RNodes. According to
Us=H(U4 L uTP, o), the RNode verifies the legitimacy qiTP,,. If it succeedsthe RNode saved),; and uTP,;
otherwise, it is discardedhe BNode then broadcasts, ,successively. At the same tinthg BNode uses the 2nige,
to generate a secondlESLA key chain. After receivindJ,, the RNode saves it and deleteés, To assure the
reliability of the distributionthe BNode will broadcast) repeatedly.

B.3.5 Authenticate broadcast message

Oncethe RNode gainguTP, o, based omuTinst, o, the RNode can authenticate all broadcast messagestfreBiNode.
Therefore, a broadcast authentication channel is created betheeBNode andthe BNode. When 2F,; remains
before the end of the life cycle @fTinst, o in the processing of broadcast authentication, the protocol will proceed to
performing phase 4 subsequently. In other wottle,BNode broadcastgTP,;. The RNode verifiesuTP,; using

Uy =H(U4 L UTP,,). If it succeedsthe RNode savegiTP, ;; otherwise, it is discarded. Note that the protocol makes
surethe RNode can continue to authenticate the broadcast messtgeBdode in the life cycle ofiTinst ;. The later
procedure of the protocol will repeahase 5 until the end of the life of BNode.
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AnnexC

Authentication mechanisms in sensor etworks

(This annex does not form an integral part of Rézommendation | International Standprd

C.1 XOR-basedmechanism

The procedure of preshar&dy basedauthenticatioris shownin Figure C1. It includes a 3vay handshake between
nodes A andB: an aithentication requesan aithentication responsand an athentication response confirmation

Node A [:EEgEE:]

SN1

\4

SRN1J|SN2

SRN2

\

Figure C.11 Presharedkey based athentication

In the text belowPSK and SK denote a preshatexry anda session kepetweemodes A andB, respectively

C.1.1  Authentication request

A sendsSN1to B to start the authentication procedufée format othe authentication request messgf®m A to B)
is illustrated in Figure @.

SN1

Bytes: 4

Figure C.27 Format of authentication request message

where,SN1 = N1A PSK and N1 is a 4-byte random number generated Ay When B receives thauthentication
request mssage fromA, B performs the following procedures

1) calculates N1 bgN1A PSK;
2) calculates RN1 by reversing Ndnd
3) constructs thauthentication response message and send#\it to

C.1.2  Authentication response

The format ofthe aithentication response message (frono B} is illustrated in Figure G.

SRN1 SN2

Bytes: 4 4

Figure C.31 Format of authentication response message
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where,SRN1= RN1A PSK SN2= N2 A PSK, andN2 isa4-byte random number generated by MFAXB?). When
receiving the authentication response message from\Berforms the following procedures

1) calculates RN1 by SRI\A PSK, then calculates N1 by reversing RN1;

2) discards the message and stops the authentication prifdbssvalue of N1 calculated b4 does not
match the one generated in the consitomadf the aithentication request message;

3) calculates N2 b$N2A PSK, thercalculates RN2 by reversing N2;

4) calculates Sk=NA N2A PsK as the session key used vBthand

5) constructs thauthentication response confirmation message and send.it to
C.1.3  Authentication responseconfirmation

The format ofthe aithentication response confirmation message (from B)tis illustrated in Figure @.

SRN2

Bytes: 4

Figure C.41 Format of authentication response confirmation message

where,SRN2= RN2A PSK When receiing theauthentication response confirmation message from performs the
following procedures

1) calculates RN2 by SRNR PSK, then calculates N2 by reversing RN2;

2) discards the message and stops the atitldion processif the value of N2 calculated b does not
match the oneanerated in the construati of the aithentication response message;

3) calculates sk=ND N2A PsK as the session key usgdA.

C.2 Hash-based mechanism

The procedure offashbased authentication is shown in Figur®.Qt includes a 4vay handshake between nede
andB: authentication initiation authentication requestauthentication responsg and authentication response
confirmation

Node A Node B
AUTH REQUEST
-
N
A >
Na [Ng[IMIC
|t
Ng || MIC
>

Figure C.51 Hash-based aithentication

In the text below, the PSK denotes a presh&mdbetween nodA and B before authentication. SK denotes a session
key between nodeA and B derived from PSK!IDag" is the concatenation of node'sAidentifier and node 'B
identifier.
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C.2.1 Authentication initiation

B sendsan authentication initiation messag® tA to initiate the authentication procedure. The format of the
authentication initiation message (from ndgléo noce A) is illustrated in Figure ©.

AUTH
REQUEST

Bytes: 1

Figure C.61 Format of authentication initiation message
When receiving thauthentication initiation message from node B, A performs the follopingealures:
1) generates a random numbeg;Nnd
2) constructs thauthentication request message and sendsiibde B
C.2.2  Authentication request

The format of theuthentication request message (from node A to node B) is illustrakégure C7.

Na

Bytes: 16

Figure C.71 Format of authentication request message

where,N, is a 16byte random number generatedrmde A.When receiing the authentication request message from
node A, Bperforms the following procdures:

1) generates eandom number N

2) calculates the session key

3) calculates the MAC (message authentication comla)

4) constructs theuthentication response message and send4it to

C.2.3  Authentication response

The format othe aithentication response messdfjem node B to noé A) is illustrated in Figure 8.

Na Ng MAC

Bytes: 16 16 16

Figure C.81 Format of authentication response message

where,N, is a random numbeasin the authenticatiorrequest messaghly is a 16byte random number generated by
nodeB, MAC=HMAC-SHA256(SK,N]||Na), SK=KD-HMAC-SHA256(PSKID 55||Ns||Na|| "pair-wise key expansion
for unicast and additional keys and nohc&henreceivng the authenticatiomesponse messagedeA perforns the
following procedures:

1) checksN, first. If the value ofN, does not match the one generated inctwestruction of rassage 2,
node A discardmessage 3 and stops the authentication process; othetvingglemens step 2;

2) calculates SKKD-HMAC-SHA256(PSKID sg||Ng||Na|| "pairwise key expansion for unicast and
additional keys and nonteg

3) verifiesmessage 3 MAC

4) discardsmessage 3if the calculated MC does not match the MAC imessage 3; otherwisgo to
step5;

5) constructs th@uthenticatiomesponse confirmatiomessage and sends it to node B;
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6) sets up the SK.

C.2.4  Authentication response confirmation

The format ofthe authenticationesponse confirmation message (from node A to node B) is illustrakégure C9.

Ng MAC

Bytes: 16 16

Figure C.91 Format of authentication response confirmation message

where,Ng is a random numbeais in authenticatiorresponse messagad MAC=HMAC-SHA256 (SK, N). When
receining the authenticatiomesponse confirmation message from node AgBormsthe following pocedures

1) checks N first. If the value of N does not match the one generated incihrstruction of message 8
discardsmessage 4 and stops the authentication pharesotherwisejt goesto step2.

2) verifiesmessage 4 MAC. If the calculated MIC does not match the MAGessage 4, node A discards
message 4; otherwisi,sets up the SK.

C3 Public key-basedauthentication

The procedure opublic keybased authentication is shown in Figurd@ Thereis a truséd authority to verify the
identities of node A andB. NodesA and B share a globahriableP used to calculate the transient puikiy.

Node B Node A ’ The trusted authority ‘

Nl PubKeya

NallNg|ix-PiIPubK eyg|ISI Gg(Na|Ns|[x-Pl|
PubKey,)

-t
-t

NalINclIPubK eya[[PubK ey

NcllRes(PubKeya)lRes(PubKeys)
Nally-PlIRes(PUbK y)[ISI Ga(Ns|ly-PlIPubKe | IS Gr(NelIRes(PUDKey,))IISI Gr(Nc|Res(Pu
¥8)ISIGr(Ns||Res(PubK ey»)) | bKeys))

A J

NallMAC

A J

Figure C.107 Public key-based aithentication

In thetext below, PubKeydenotes the public key of X, Sj@fers to the signature of X, and Res(PubKelgnotes the
result oftheverification of PubKey, respectively

C.3.1 Authentication request

A sendsan authenticatiorrequest to node B to start the lantication procedure. The format of thathentication
request message (from node A to node B) is illustrat&igiure C11.

Na PubK eya

Bytes: 16 Variable

Figure C.117 Format of authentication request message

where,N, is a 16byte random number generatedrimpde AandPubKey is the public key of node AVhen receiing
theauthenticatiomequest message from A,f&rforns the following procéures

1) generates a random numbeg;N
2) generates the transient seekely x and calulates the transient publiey x:P,
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3) usesthe secret key to calculate the signatared

4) constructs thauthenticatiomesponsenessage and sends itrtode A
C.3.2  Authentication response

The format ofthe authenticationesponse message (from edgl to node A) is illustrated iRigure C12.

Na | Ng xP | PubKeys | SIGg(Nal[Ng|[x-P|[PubKey,)

Bytes: 16 16 variable Variable variable

Figure C.127 Format of the authentication response message

where,N, is a random numbeasin the authenticatiorrequest messaghly is a 16byte random number generated by
node B x-Pis the transient publikey for ECDH;x is the transient secrkkey, PubKey; is the public key of node ,B
and SIGg (Na||Ng||x-P||PubKey) is the signature using the secret key of nodéMBen receiing the authentication
response message from nodenBgeA perforns the following proceures:

1) it generates a random numbes;dnd
2) constructs thé&ey verificationrequestmessage and sends it to the trusted authority.

C.3.3  Key verification request

The format ofthe key verificationrequest message (from node A to the trusted authority) is illustrakégLire C13.

Ng Nc RJbKQ/A Pl.IbKQ/B

Bytes: 16 16 Variable  Variable

Figure C.1371 Format of key \erification request message

where,Ng is a random numbeasin the authenticatiomesponse messag¥c is a 16byte random number generated by
node A PubKey is the public key of node APubKey is the public key of node BWhen receiing the key
verificationrequest message from node A, the trusted authoeitiprns the following proceures:

1) it inspects the validity of PubKgwnd PubKey;
2) calculates the signature of the inspection resuitl
3) constructs théey verificationresponsenessage and sends it to node A.

C.3.4  Key verification response

The format othekey verificationresponse mssage (from the trusted authority to node A) is illustratédgare C14.

Nc | Res(PubKeya) | Res(PubKeys) | SIGr(Ng||Res(PubKeya)) | SIGH(Nc|[Res(PubKeys))

Bytes: 16 1 1 Variable Variable

Figure C.1471 Format of key verification response message

where,N¢ is a random numbexsin the key verificationrequest messagRes(PubKey) is theresult ofthe verification
of PubKey, Res(PubKey) is the result othe verification of PubKey, SIG(Ng||Res(PubKey)) is the signature using
the secret key of the trusted authariBIGr(N¢||Res(PubKey)) is the signature using the secret key of the trusted

authority, respectively When receiing the key verification response message from the trusted authonibgeA
perforns the following proceures:

1) it checks N first followed by SIG(Nc||[Res(PubKey)) by checking fi the value of N matctesthe one
sent in thekey verificationrequest message;

2) generates the transient seekely y and calculates the transient pulilay y-P,
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3) calculates BKg=KD-HMAC-SHA256((x-y-P)abscissa and,\\;|| "base keyexpansion for key and
additional nonc®;

4) constructs thauthenticatiomesult message and sends it to node B.

C.3.5 Authentication result

The format of the athentication result message (from node A to node B) is illustratéigjime C15.

Ng | y-P | Res(PubKeya)| SIGa(Nslly-PlIPubKeys) | SIGr(Ns||Res(PubKeya))

Bytes: 16 Variable 1 Variable Variable

Figure C.157 Format of authentication result message

where,Ng is a random numbexsin the authentication response messagP is the transient publigey for ECDH;y is

the transient secréey, Res(PubKey) is the result ofthe verification of PubKey, SIGA(Ng||y-P||[PubKey) is the
signature using the secret key of nodeafd SIG(Ng||Res(PubKey)) is the signature using the secret key of the
trusted authorityWhen receiing the authenticationresult message from node Apde B perforns the following
procalures:

1) it checks N;
2) verifiesSIGH(Ng||Res(PubKey)) andSIGA(Ng||y-P||PubKey) by checkingN, andNg, respectively

3) cdculates BKg=KD-HMAC-SHA256((x-y-P)abscissa and,)\Ng|| "base key expansion for key and
additional nonc¥);

4) calculates MACHMAC-SHA256 (BKag,Na);
5) constructs theuthenticatiorconfirmation message and sends it to noge A
6) setsupBKag.

C.3.6  Authentication confirmation

The format of the athentication confirmation message (from nodmBode A) is illustrated in Figure.T5.

Na | MAC

Bytes: 16 16

Figure C.16 1 Format of authentication confirmation message

where,N, ia a random numbeasin the authenticatiorrequest messag®MAC= HMAC-SHA256(BKxg, Na). When
receiing the aithentication confirmation message from node@&jeA perforns the following proceures:

1) it checks N first;
2) verifiesMAC from B based on Bg;
3) setsupBKgg.
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AnnexD

Secure data aggregation in sensor networks

(This annex does not form an integral part of Rézommendation | International Standprd

Figure D.1 illustrates thetypical structure of sensor networks. The network can be divided into many clusters
automatically according to some featusegh as engy, distance and so on. In a communication cyttie,network
shouldelect a aggregation node and a supervisor inside each clusteglected supervisgays a supervisory role in

a certain periodA supervisor collects messages from nodes ardtireid sends these messages to the aggregation
node, and then the aggregation nodes transfer these messages created by supapimsetatationWhen receiving
these messagespase station compares these messages to those aggregated by aggregatiom fodgs thetrue or

false oftheaggregated messagéserefore secuing data aggregation in sensor networks.
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Figure D.117 lllustra tion for secure data aggregation

Thedetailed descriptiois shownas follows:

D.1 Elect aggregationnode and sipervisor

Firstly, the sensor node generates a random number, and then broadcasts the energy value of itself and this random
number, each node receives that broadcasted message from neighbour nodes and compares those energy values an
random numbersthe node withthe largest energy value artthe smallest random number will be elected as the
aggregation node, and the node witte second largest energy value ahd second smallest random number will be

elected as the supervis®¥hensome nodes have the same energy value and random number, these nodes will generate
arandom number and negotiate repeatedly, this process will not end until the networl fagigegation node and a
supervisor in each cluster withe principle that thenode whose random number is minimum beconmegggregation

node and the node whose random number is the second minimum béceswgmervisor node.

n
The cycle ofthe supervisor node Jcan be defined by the formulal,2 § T, T_=T,, where T, is the

n=1
communication cycle of ordinary nodes within the clusterisTthe cycle of aggregation node which is equal to the
cycle of the supervisor node. Tis greater or equal to the maximum amdhg cycle of aggregat@ode, cycle of
supervisor, andhe cycle of ordinary node in a cluster. The purpose is to ensureth@aupervising process and
aggregation process is completed in this perioel, updatehe supervisor and aggregation node in a cluster to ensure
the security of network communications.
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D.2 Implementation of supervisor functions

Supervisor functions and data aggregation must be done at the sanfeujr@ezisors collect the supervising messages
from ordinary nodes which ke also been sent tthe aggregation node, and use the same aggregation algorithm to
supervising messages, then send the supervising messages out.

D.3 Upload supervising message

Supervision messages are sent to the aggregation nadsupgrvisor, and then are forwarded to theebstationThe
security of the supervising messages is guaranteed by theipaikey betweethe supervisor anthebase station.

D.4 Determine the trust of aggregation nodes

After receiung the supervising message from aggregation ndteshase stain compares therit-by-bit. Whenthe
comparative result is inconsistent, the aggregator can be determinedntariieuated noddf the base station does not
receivethe supervising informatiomwithin the tolerale time which was configured by the systethe aggregator can
also be determinei be a untrusednode.

D.5 Send revocation message

When the base station deternsiiee aggregation node is untrustédyroadcast the revocation message to the whole
networkto revoke the aggregation node. Ttligster should relect the aggregation node aheé supervision node.
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