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Introduction

This contribution provides text enhancement for document “FG IPTV-DOC-0159(15-19 Oct. 2007), Working Document: Aspects of IPTV End System – Terminal Device”. 
Discussion 
.
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Proposal
1. Add the requirement like “Supporting provisioning and management remotely” in 7.1.2  Provisioning and Management
2. change “PAN” to “WPAN” in 7.2.2.3 TD-HN interface
3. change “100BASE-TX” to “10/100BASE-TX” in 7.2.2.3 TD-HN interface
4. Editing work for the document 0159.
5.  Add some contents to the section of Network Security  in document 0160:
The section 6.3.1 may be read as following:

The security for Home Network includes the following at least:

· The management system and Access Gateway both need to be authenticated; 

· Access Gateway authentication must be non service specific;
· Support a specified list of ALGs, and the list can be upgraded;
· Provide a Firewall which is remotely configurable; 
· Provide a unique  hardware ID which can be remotely read;
· Support different classes of user with regard to management access rights;
· Pairing is required for non physically attached devices.
6. Editing work for document 0160
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Aspects of IPTV End Systems – Terminal Devices

1.
Scope

This working document identifies functions needed for the IPTV Terminal Device to support IPTV services.  It further provides procedures and sets criteria to verify compliance of terminal devices to the identified rules and requirements. 

2.
Reference


The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this working document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this working document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.  The reference to a document within this working document does not give it, as a stand-alone document, the status of a Recommendation.


[ITU-T E.118]


ITU-T Recommendation E.118 (2006), The international telecommunication charge card.

[ITU-T E.164]


ITU-T Recommendation E.164 (2005), The international public telecommunication numbering plan.


[ITU-T F.902]


ITU-T Recommendation F.902 (1995), Interactive services design guidelines

[ITU-T G.9951]


ITU-T Recommendation G.9951 (2001), Phoneline networking transceivers - Foundation

[ITU-T G.9952]


ITU-T Recommendation G.9952 (2001), Phoneline networking transceivers - Payload format and link layer requirements

[ITU-T G.9953]


ITU-T Recommendation G.9953 (2003), Phoneline networking transceivers - Isolation function

[ITU-T G.9954]


ITU-T Recommendation G.9954 (2007), Home networking transceivers - Enhanced physical, media access, and link layer specifications

[ITU-T J.181]


ITU-T Recommendation J.181 (2004), Digital program insertion cueing message for cable television systems

[ITU-T J.190]
ITU-T Recommendation J.190 (2002), Architecture of MediaHomeNet that supports cable-based services.

[ITU-T J.242]


ITU-T Draft new ITU-T Recommendation J.242 (2006), A method to reconstruct the received video sequence seen at the receiver using transmission error information to monitor the perceptual video quality at the receiver in digital cable television and video telephony.

[ITU-T J.280]


ITU-T Recommendation F.280 (2005), Digital Program Insertion: Splicing application program interface

[ITU-T M.3000]

ITU-T Recommendation M.3000 (2000), Overview of TMN Recommendations


[ITU-T T.50]


ITU-T Recommendation T.50 (1992). International Reference Alphabet (IRA) (Formerly International Alphabet No. 5 or IA5) - Information technology - 7-bit coded character set for information interchange.

[ITU-R BT.1700]
ITU-R Recommendation BT.1700 (2005), Characteristics of composite video signals for conventional analogue television systems

[ITU-R BT.2052]
ITU-R Report BT.2052 (2006), Protection of end-users’ privacy in interactive broadcasting systems.

[ITU-R BT.2070]
ITU-R Report BT.2070 (2006), Broadcasting of content protection signalling for television

[ITU-R BT.709]
ITU-R Recommendation BT.709 (2002), Parameter values for the HDTV standards for production and international programme exchange.

[ITU-R BT.1543]
ITU-R Recommendation BT.1543 (2001), 1 1280 × 720, 16 × 9 progressively-captured image format for production and international programme exchange in the 60 Hz environment.

[ITU-R BT.601]
ITU-R Recommendation BT.601 (2007), Studio encoding parameters of digital television for  standard 4:3 and wide-screen 16:9 aspect ratios.

[ITU-R BT.1358]  
ITU-R Recommendation BT.1358 (1998), Studio parameters of 625 and 525 line progressive scan television systems.

[ANSI/SCTE-20]

ANSI/SCTE 20 (2004), Method for Carriage of Closed Captions and Non-Real Time Sampled Video

[ANSI/SCTE-21]

ANSI/SCTE 21 (2006), Standard for Carriage of NTSC VBI data in cable Digital transport streams

[ANSI/SCTE-43]

ANSI/SCTE 43 (2005), Digital Video Systems Characteristics Standard for Cable Television

[ANSI/SCTE-65]

ANSI/SCTE 65 (2002), Service Information Delivered Out-of-Band for Digital Cable Television

[ANSI/SCTE-127]

SCTE 127 (2007), Carriage of Vertical Blanking Interval (VBI) Data in North American Digital Television Bitstreams

[ARIB STD-B10]

ARIB STD-B10 Ver.4.4 (2007), Service Information for Digital Broadcasting System

[CEA-608-D]
CEA-608-D (2005), Line 21 Data Services

[CEA-708-C]
CEA-708-C (2006), Digital Television (DTV) Closed Captioning

[DSL-F TR069]
DSL Forum TR069 (2004), CPE WAN Management Protocol.

[ETSI EN 300 468]

ETSI EN 300 468 v1.8.1 (2007), Digital Video Broadcasting (DVB);Specification for Service Information (SI) in DVB systems

[ETSI EN 301 755]

ETSI EN 301 775 V1.2.1 (2003), Digital Video Broadcasting (DVB); Specification for the carriage of Vertical Blanking Information (VBI) data in DVB bitstreams


[ETSI TR 101 154]

ETSI (2000), Digital Video Broadcasting (DVB);Implementation guidelines for the use of MPEG-2 Systems, Video and Audio in satellite, cable and terrestrial broadcasting applications

[ETSI TS 102 225]
ETSI (2006), Secured packet structure for UICC based applications

[ETSI TS 102 226]
ETSI (2007), Remote APDU structure for UICC based applications

[ETSI TS 102 569]

ETSI (2007), UICC Security Service Module (USSM)

[ETSI TS 102 034]

ETSI TS 102 034 v1.3.1 (2007) - Digital Video Broadcasting (DVB); Transport of MPEG-2 TS Based DVB Services over IP Based Networks.

[IEC62360]
IEC 62360 (2004-03), Baseline specifications of satellite and terrestrial receivers for ISDB (Integrated Service for Digital Broadcast)

[IEC 60958]
IEC 60958 (2006), Digital audio interface

[IETF RFC768]
IETF RFC 768 (1980),  User Datagram Protocol (UDP).

[IETF RFC791]
IETF RFC 791(1981), Internet Protocol

[IETF RFC792]
IETF RFC 792(1981),  Internet Control Message Protocol (ICMP)

[IETF RFC793]
IETF RFC 793(1981),  Transmission Control Protocol (TCP)

[IETF RFC1034]
IETF RFC 1034(1987), Domain names - concepts and facilities (DNS)

[IETF RFC1035]
IETF RFC 1035(1987), Domain names - implementation and specification 


[IETF RFC1323]
IETF RFC 1323(1992), TCP Extensions for High Performance

[IETF RFC1350]
IETF RFC 1350 (1992), THE TFTP PROTOCOL (REVISION 2)

[IETF RFC2018]
IETF RFC 2018(1996), TCP Selective Acknowledgement Options

[IETF RFC2030]
IETF RFC 2030(1997), Simple Network Time Protocol (SNTP) Version 4 for IPv4, IPv6 and OSI

[IETF RFC2131]
IETF RFC 2131(1997), Dynamic Host Configuration Protocol 

[IETF RFC2132]
IETF RFC 2132 (1997), DHCP Options and BOOTP Vendor Extensions

[IETF RFC2236]
IETF RFC 2236 (1997), Internet Group Management Protocol, Version 2

[IETF RFC2246]
IETF RFC 2246 (1999), The TLS Protocol Version 1.0 

[IETF RFC2250]
IETF RFC 2250(1998), RTP Payload Format for MPEG1/MPEG2 Video

[IETF RFC2326]
IETF RFC 2326(1998), Real Time Streaming Protocol (RTSP)

[IETF RFC2373]
IETF RFC 2373(1998), IP Version 6 Addressing Architecture

[IETF RFC2460]
IETF RFC 2460(1998), Internet Protocol, Version 6 (IPv6) Specification

[IETF RFC2461]
IETF RFC 2461(1998), Neighbor Discovery for IP Version 6 (IPv6).

[IETF RFC2578]

IETF RFC 3418 (2002), Structure of Management Information Version 2 (SMIv2)

[IETF RFC2616]
IETF RFC 2616(1999), Hypertext Transfer Protocol -- HTTP/1.0

[IETF RFC2617]
IETF RFC 2617(1999), HTTP Authentication: Basic and Digest Access Authentication

[IETF RFC3228]
IETF RFC 3228(2002), IANA Considerations for IPv4 Internet Group Management Protocol (IGMP)

[IETF RFC3315]
IETF RFC 3315 (2003), Dynamic Host Configuration Protocol for IPv6 (DHCPv6).

[IETF RFC3411]

IETF RFC 3418 (2002), An Architecture for Describing Simple Network Management Protocol (SNMP) Management Frameworks

[IETF RFC3412]

IETF RFC 3418 (2002), Message Processing and Dispatching for the Simple Network Management Protocol (SNMP)

[IETF RFC3413]

IETF RFC 3418 (2002), Simple Network Management Protocol (SNMP) Applications

[IETF RFC3414]

IETF RFC 3418 (2002), User-based Security Model (USM) for version 3 of the Simple Network Management Protocol (SNMPv3)

[IETF RFC3415]

IETF RFC 3418 (2002), View-based Access Control Model (VACM) for the Simple Network Management Protocol (SNMP)

[IETF RFC3416]

IETF RFC 3418 (2002), Version 2 of the Protocol Operations for the Simple Network Management Protocol (SNMP)

[IETF RFC3417]

IETF RFC 3418 (2002), Transport Mappings for the Simple Network Management Protocol (SNMP)

[IETF RFC3418]

IETF RFC 3418 (2002), Management Information Base (MIB) for the Simple Network Management Protocol (SNMP)

[IETF RFC3513]
IETF RFC 3513 (2003), Internet Protocol Version 6 (IPv6) Addressing Architecture

[IETF RFC3550]
IETF RFC 3550 (2003), RTP: A Transport protocol for Real-Time Applications

[IETF RFC3596]
IETF RFC 3596 (2003), DNS Extensions to Support IP Version 6

[IETF RFC3633]
IETF RFC 3633 (2003), IPv6 Prefix Options for Dynamic Host Configuration Protocol (DHCP) version 6

[IETF RFC3646]
IETF RFC 3646 (2003), DNS Configuration options for Dynamic Host Configuration Protocol for IPv6 (DHCPv6)

[IETF RFC3736]
IETF RFC 3736 (2003), Stateless Dynamic Host Configuration Protocol (DHCP) Service for IPv6

[IETF RFC3810]
IETF RFC 3810 (2004), Multicast Listener Discovery Version 2 (MLDv2) for IPv6

[IETF RFC4039]
IETF RFC 4039 (2005), Rapid Commit Option for the Dynamic Host Configuration Protocol version 4 (DHCPv4)

[IETF RFC4861]
IETF RFC 4861(2007), IPv6 Stateless Address Autoconfiguration

[IETF RFC4862]
IETF RFC 4862 (2007), Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification

[IETF RFC5006]
IETF RFC 5006 (2007), IPv6 Router Advertisement Option for DNS Configuration

[IEEE1394]
IEEE Std. 1394 (1995), IEEE Standard for a High Performance Serial Bus.


[ISO/IEC 7816-1]
ISO/IEC 7816-1 (1998), Identification cards – Integrated circuit(s) cards with
contacts – Part 1: Physical characteristics

[ISO/IEC 7816-2]
ISO/IEC 7816-2 (1999), Identification cards – Integrated circuit cards – Part 2: Cards with contacts – Dimensions and location of the contacts

[ISO/IEC 7816-3]
ISO/IEC 7816-3 (1997), Information technology – Identification cards – Integrated circuit(s) cards with contacts – Part 3: Cards with contacts -- Electrical interface and transmission protocols.

[ISO/IEC 13818-2]
ISO/IEC 13818-2 (2006), Information technology -- Generic coding of moving pictures and associated audio information: Part 2: Video

[ISO/IEC 13818-3]
ISO/IEC 13818-3 (2006), Information technology -- Generic coding of moving pictures and associated audio information: Part 3: Systems

[ISO/IEC13818-7]
ISO/IEC13818-7 (2006), Information technology – Generic coding of moving pictures and associated audio information – Part 7: Advanced Audio Coding (AAC).

[ISO/IEC14496-3]
ISO/IEC14496-3 (2005), Information technology – Coding of audio-visual objects – Part3: Audio

[SMPTE 421M]


SMPTE (2006), VC-1 Compressed Video Bitstream Format and Decoding Process

3.
Definitions


3.1
Terms Defined Elsewhere


This working document uses the following terms defined elsewhere:


3.1.1
Home Network (HN) [J.190]: See WG1 document for final definition of HN.

3.2
Terms Defined within this document


This working document defines the following terms:

<Editor’s Note: Be sure these PVR definitions are proposed to WG1 DOC 114>

3.2.1
Personal Video Recorder (PVR): A recording capability that can be solicited and operated by end-users to record and store video, audio, and other associated data for subsequent playback.  PVR is also referred to as Personal Digital Recorder (PDR) or Digital Video Recorder (DVR).


3.2.2
Client PVR (cPVR): An instance of PVR, where the end-user terminal device contains the recording capability that can be solicited and operated by end-users to record and store video, audio, and other associated data locally for subsequent playback.


3.2.3
Network PVR (nPVR): An instance of PVR, where a network element contains the recording capability that can be solicited and operated by end-users to record and store video, audio, and other associated data in the network for subsequent playback.


3.2.4
Distributed PVR (dPVR): Multiple instances of PVR, where a combination of cPVRs and nPVRs can be used to record and store video, audio, and other associated data for subsequent playback.  For example, this usually occurs within a Home Network containing multiple cPVRs in order to distribute storage of video, audio, and other data.


3.2.5
HN capable IPTV TD:  An IPTV TD which has HN capability.  This is typically a server and/or a client to HN devices.

3.2.6
HN capable TD:  A TD which has HN capability.  This is typically a server and/or a client to HN devices.

3.2.7
Hybrid terminal device: See WG1 document for final definition of Hybrid Terminal Device.

3. 2.8
IPTV End System (IES):  A single or set of consumer devices that support IPTV Services (i.e. everything from Gateway to Display).

3.2.9
IPTV TD: See WG1 document for final definition of IPTV TD.

3.2.10
Residential Gateway (RG):  A logical element that acts as a bridge between the access network and the home network, providing in premise and aggregated security management, 
provisioning and addressing services for logical elements within a compliant IPTV 
Network.


3.2.11
Terminal Device (TD):  See WG1 document for final definition of TD. 

4.
Abbreviations and Acronyms

This working document uses the following abbreviations and acronyms.


API
Application Program Interface

BC
Broadcasting


CAS
Conditional Access System

cPVR
client Personal Video Recorder

DB
DataBase


DD
Display Device

DEMUX


Demultiplexing

dPVR
distributed Personal Video Recorder

DRM
Digital Rights Management

DVD
Digital Video Disc

DVI
Digital Video Interface

EAS
Emergency Alert System

ECG
Electronic Contents Guide


EPG
Electronic Program Guide

GUI
Graphical User Interface


HDMI
High-Definition Multimedia Interface

HN
Home Network


IES
IPTV End System


IP
Internet Protocol


IPG
Interactive Program Guide 

MPEG
Moving Picture Experts Group

NTSC
National Television System Committee 

NW
Network

nPVR
network Personal Video Recorder

OS
Operating System


OSD
On-Screen Display


PAL
Phase Alternating Line


PC
Personal Computer 

PD
Peripheral Device

PLC
Power-line Communication


PPV
Pay-Per-View


PVR
Personal Video Recorder

QoE
Quality of Experience


QoS
Quality of Service


RCA
Radio Corporation of America


RG
Residential Gateway


SM
Security Module

SCP
Service and Content Protection

SECAM
Sequential Color with Memory

STB
Set-Top Box


TD
Terminal Device


USB
Universal Serial Bus


VCR
Video Cassette Recorder 


VoD
Video on Demand


VoIP
Voice over IP

5.
Conventions


<TBD>


6.
Services supported by the IPTV Terminal Device

The IPTV Terminal Device may support the following services.  Furthermore, the IPTV services described in the WG1 “Working Document: IPTV Service Scenarios” may also be supported.

6.1
Broadcast Services

The TD should be capable of decoding and processing digital video streams from the network. Examples of digital video include MPEG-2, MPEG-4 AVC, and VC-1 based encoding formats. Digital video may include associated digital audio services.  Stand-alone audio services may also be offered.


Content may be service-provider or subscriber generated (see sub-clause 6.11 on Personal IPTV Broadcast, below).

6.2
Electronic Program Guide (EPG)

The TD should support an Electronic Program Guide (EPG) application selected by the network operator. The EPG runs in the services layer and supports all available video and audio services including broadcast, On-Demand, Time Shifted Multimedia Services (i.e., PVR), and provides utilities that include but are not limited to:


· Available subscriber and service provider content lists


· Search and navigation tools of available content


· Channel and content selection including last channel recall and favourite channel lists


· PVR client recording control including reminders


· Parental control including block by time, channel, ratings, title, and content type


· Services control including enabling and disabling access to pay per view (PPV) content


· Refer to WG6 “Working Document: IPTV Middleware, Application and Content Platforms” document for Implementation Guidelines of EPG.


6.3
On-Demand Services

<Editor’s Note: suggest to WG1 to include nPVR in “On-Demand” service>

The IPTV TD should be able to provide functionality to support On-Demand services (as described in WG1 “Working Document: IPTV Service Scenarios”) and should interoperate with the network and service providers' On-Demand infrastructure. On-Demand enables television viewers to select from an extensive library of content stored on a video server, and have it delivered via the IPTV network. Most On-Demand services should allow the viewer to pause, fast forward, and rewind programming, similar to a Video Cassette Recorder (VCR) or Digital Video Disc (DVD). Audio-only On-Demand programming and games On-Demand should be supported.


On-Demand services available using multiple authorization modes that should be supported include services detailed in the WG1 “Working Document: IPTV Service Scenarios”.

From the standpoint of the end-user’s experience, authorization modes can operate differently depending on the subscriber relationship with the network and service providers. Each offers play, pause, stop, fast-forward and rewind capabilities. Authorization flexibility allows multiple viewing conditions which include the ability to watch any movie, as often as the customer wishes, for a service provider-defined period of time.


6.4
Personal Video Recorder (PVR) Services


It is recommended that the IPTV Terminal Device be capable of supporting PVR Services.  The Terminal Device should be capable of supporting three envisioned PVR Services:


1. Client PVR (cPVR)


2. Network PVR (nPVR)


3. Distributed PVR (dPVR)


While each of the envisioned PVR technologies may be unique, the service that is required to be supported by the Terminal Device remains constant to the end-user.  In all cases, the end-user can interact with a GUI (such as the EPG or PVR OSD) in order to schedule, modify, playback, erase, etc, recordings.


It is recommended that the PVR Service support the ability to:


· Schedule Recordings (end-user specified times, channels, etc. or through the use of an EPG)


· Schedule Repeating Recordings (end-user specified times, channels, etc. or through the use of an EPG - e.g. Record the whole season of a program)


· Display a list of pre-recorded programs/content and a list of upcoming recordings


· Modify pre-existing recordings


· Rank recordings according to priority (high priority recordings take precedence when recording, over lower priority recordings)


· Play-back pre-recorded programs/content


· Erase pre-recorded programs/content (whether viewed or not)


· Copy pre-recorded programs/content to removable or external local storage devices according to copyright privileges.


6.4.1
Client PVR (cPVR)


In the case of Client PVR, the Terminal Device contains (or is directly connected to) some sort of storage buffer or memory, such as a Hard Disk Drive (HDD), Removable Media (e.g. DVD-R), or Solid State Memory (e.g. Flash RAM).  The user can interact with the GUI (such as the EPG or PVR OSD) in order to schedule, modify, playback, erase, etc, local recordings.


In the case of Client PVR, all storage is done locally, within the IPTV Terminal Device or by means of an external storage device connected directly (not through the Home Network) to the Terminal Device.


6.4.2
Network PVR (nPVR)


In the case of Network PVR, the Terminal Device does not necessarily contain some sort of storage buffer or memory.  Instead, the Terminal Device interacts with a network element containing a partitioned storage device (a separate storage allocation for each end-user).  The end-user can interact with a GUI (such as an EPG or PVR OSD) in order to schedule, modify, playback, erase, etc, network recordings.  All storage is done within the network, with interaction being done by means of a consistent GUI.


The end-user should not be able to recognize the difference between using cPVR or nPVR.  The PVR Service should function identically, with the only difference being the location of the storage device.


An nPVR implementation would function in much the same way as a VOD implementation, with the primary difference being that each end-user has their own storage allocation within the network element containing the partitioned storage device and that personally recorded content is not available to all end-users.


6.4.3
Distributed PVR (dPVR)


The end-user can interact with a GUI (such as an EPG or PVR OSD) in order to schedule, modify, playback, erase, etc, recordings.  All storage is done within the home network on multiple cPVRs or with a combination of multiple nPVRs and cPVRs, with interaction being done by means of a consistent GUI.


As with Network PVR, the end-user should not be able to recognize the difference between using cPVR, nPVR, or dPVR.  The PVR Service should function identically, with the only difference being the location or distribution of the storage device(s).
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Figure 6-1: Distributed PVR


In the Figure 6-1, the “Primary IPTV-TD” implements the PVR service by means of a PVR OSD.  The storage may be physically done by the Primary IPTV-TD in combination with one or more cPVRs (connected to the Home Network) or nPVRs (Network Storage in the Outside Network), or may be done by one or more cPVRs or nPVRs alone, without storage taking place in the Primary IPTV-TD.


6.5
Advertising Services

The IPTV Terminal Device should be capable of supporting the following advertising services.  WG1 “Working Document: IPTV Service Scenarios” details advertising services and should be consulted for further details on specific service offerings.  The following description is meant to call out the specific capabilities that the IPTV TD should contain in order to support the described services.

The TD should support the functionality to provide the following content insertion services per [ITU-T J.280] and [ITU-T J.181]:


· Digital into Digital advertising includes the capabilities to insert, or splice, one digital program (the ad) into a second digital program (the content being viewed). Insertion should include both video and audio content. The insertion may occur in the headend, the hub, the IPTV TD, or a combination of any to deliver a particular ad to the viewer. Advertising content can be streamed in real time as part of the transport multiplex for a video service, stored in a On-Demand ad insertion system, or available in the hard drive of a DVR capable IPTV TD and streamed to the IPTV TD across the home network. The IPTV TD should support seamless splicing of ads in all supported formats from any supported source into a video stream as it is being displayed.


· Targeted (geographic grouping) and addressable (demographic grouping) advertising delivers a particular ad to a more targeted audience of viewers. This is normally accomplished by putting multiple ads into the same digital stream multiplex and the IPTV TD selects which ad to present to the viewer based on tagging data on the ads and information present in the IPTV TD.


· Interactive advertising provides the ability for the subscriber to interact with the advertisement using the remote control to, for example, request a coupon or additional information.


· In an SCP protected video stream, splicing of content may not be appropriate.  Advertisement insertion can be accomplished via alternative methods, for example, overlay.

6.6
Audience Rating Information


Audience rating information is the channel transition information indicating when a client watches a TV program.  Ideally, this information consists of channel number before and after channel change, time of change, and user information (e.g. a Unique Identifier). With audience/user permission, information can be collected at several points, such as terminal device (STB, PC, TV, etc), home gateway and network component. As the multicast network is used for TV service in IPTV, home gateway and network component also detect channel transition information by monitoring IP packets between terminals and network. 


The IP network is used to upload the collected information to the content distribution side at predetermined timing intervals.  Figure 6-2 shows the outline of audience rating system on IPTV.

Refer to section 7.1.5 and [ITU-R BT.2052] for issues relating to Privacy of audience rating information.
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Figure 6-2: System architecture of audience rating system

<Editor’s Note: Add Mobile device to this figure according to C1008…contact someone from Oki to get source figure>

6.7
Diagnostics


The IPTV TD should provide diagnostic information about its configuration and operation both locally using on-screen display (OSD) graphics and over the network. The intent of the IPTV TD related diagnostics is to provide a mechanism for identifying the IPTV TD’s operational state such that any IPTV TD or network issue can be quickly understood and resolved, preferably remotely.


The IPTV TD diagnostics are split between an IPTV diagnostic application and an IPTV TD client software diagnostic component. The IPTV diagnostic application should implement the diagnostic screens. On-Screen Display (OSD) for diagnostics should be available regardless of the state of the network or any application.


Support for the following requirements should be provided by the diagnostics:


1. The IPTV TD should support the following Fault Management requirements:


· Fault Management requirements specified by the network and service providers


· Event Notifications


2. The IPTV TD should support Remote Diagnostics as specified by the network and service providers.


6.8
Interactive Services


The IPTV TD should support network-based and client-based interactive services/applications, as described in the WG1 “Working Document: IPTV Service Scenarios”.  These services are supported by the IPTV TD at the application layer. The IPTV TD should provide resource capacity, including processing and memory, to provide an interactive user experience.


6.8.1
Network-based Interactive Services


Access to Web Browsing Services is a recommended feature of any IPTV Terminal Device.  Giving the end-user the ability to interact with the World Wide Web through the IPTV Terminal Device will enable to end-user to customize their experience and will provide him/her with a fully interactive experience.  The TD should have the ability to communicate with the remote interactive content server via channels that are analogous to HTTP or HTTPS protocols.  A web browser (presentation engine) included at the Application layer would allow the presentation of interactive content using standard languages such as HTML and BML.  


It may also be possible to present the end-user with applications such as an EPG, VOD OSD, or PVR OSD through a web browser interface, with the interface (EPG, OSD, etc) being hosted by a remote location on the Internet.


Access to Web Services by interactive TV applications is expected to be an important service offering by an IPTV Terminal Device.  Examples might include display of information tickers, such as weather and stock quotes, content ratings or descriptions, and maps. 


For the purposes of the IPTV functional model, a Web Service is a data source accessible over the Internet though a well known interface. Several technologies exit for exposing a Web Service interface, an example being the use of a protocol such as Simple Object Access Protocol (SOAP).


TV application access to Web Services may utilize internet connection capabilities, such as TCP/IP and sockets. Higher level protocol support, such as SOAP, may be provided as an option. 


It is for further study as to what higher level protocols may be used on specific interfaces for Web Service support within the IPTV functional model, but a few potential supporting protocols include HTTP, XML, SOAP, and WSDL.


6.8.2
Client-based Interactive Services


<Editor’s Note: Details needed…contributions requested>

6.9
Public Interest Services


The TD should support needed community and accessibility services required by the local customer-base or regulations, for example:


· Emergency Alert System (EAS)


· Closed Caption, Subtitles, Audio description and Sign language interpretation


· Real-Time Text communication between users of the system, if applicable


For further information, refer to the Accessibility and Standardization website [ITU-T SG 16 Work on Accessibility], which includes pointers to the Telecommunications Accessibility Guidelines and Telecommunications Accessibility Checklist.


6.9.1
Consideration for Accessibility of IPTV Terminal Device


To facilitate the concerns of people with needs outside the majority population, the following functionalities are recommended:

· The ability to transmit the captions through an external interface on the terminal.


· The ability to select and receive two (related) video sources. (E.g. one with sign language translation.)


· The methods for activating and deactivating captioning, extra video source and extra audio source should be easy to use and should not incur an excessive delay.


· Result of the use of the controls is recommended to be available in the form of voice output.

· Any On-Screen Display (OSD) facilities for control of the terminal and the programs are recommended to be easy to read and not difficult to understand.

· Any On-Screen Display (OSD) facilities are recommended to also be available via external interfaces and also be able to control the capability to transmit captions and information provided by On-Screen Display facilities to conform to the assigned content protection.

· For further information, refer to the Accessibility and Standardization website [ITU-T SG 16 Work on Accessibility], which includes pointers to the Telecommunications Accessibility Guidelines and Telecommunications Accessibility Checklist.


 [[Editor’s Note: Contribution is expected]]

6.10
Linear TV with Trick Mode


In order to support a Linear TV with Trick Mode service, as described in WG1 “Working Document: IPTV Service Scenarios”, the TD should have the following capabilities: 


· provide the interface for user to access the contents without time limitation, including pause, rewind, fast forward, and etc;


· provide the interface for user to enable or disable the service of TV with trick mode


· provide the interface to set the expiration time

Functional support for Linear TV with Trick Mode is detailed in the “IP-based Command and Control” sub-clause 7.1.3, below.


<Editor’s Note: These need to be checked against WG1 progress on this topic>

6.11
Personal IPTV Broadcast


The Personal IPTV Broadcast Service is described in WG1 “Working Document: IPTV Service Scenarios”.  For a personal IPTV broadcast scenario, the terminal device can play a role as content source or head-end. Some portion of both capabilities is needed within the IPTV TD in order to support the scenario.

· Terminal device can optionally support A/V capturing capability.


· The customer can generate a content source with their terminal device. Terminal device can be a mobile device with embedded camera, a PC with capability of capturing A/V being locally played out, or any other devices that support A/V input interfaces


· Terminal device can optionally support A/V encoding capabilities

· For terminal device with low processing power, at least low-bandwidth encoding profile (e.g., MPEG2 simple profile, H.264 AVC Baseline profile) is required. For PC-like terminal device, a better-quality encoding profile can be applied.


· Terminal device can optionally have streaming protocols for real-time transmission of content (e.g., RTP/RTCP).

· There are security aspects associated with broadcasting of customer-generated content, and WG3 “Working Document: IPTV Security Aspects” should be consulted for more information <Is this true?>.

7.
IPTV Terminal Device Functionality and Architecture

7.1
Functional Requirements


7.1.1
Service Navigation

The IPTV TD should support Service Navigation functionality.  Service navigation can be through the use of, for example, XML data or Service Information (SI), detailed in Appendix A.  WG6 “Working Document: Service Navigation System” should be consulted for more details.  The IPTV TD should provide appropriate functionality and mechanisms to utilize Service Navigation as described in the WG6 “Working Document: Service Navigation System”, one such mechanism is described as an EPG in section 6.2 above.

7.1.2
Provisioning and Management

Provisioning and Management support is recommended to include:

· Supporting dynamic and static provisioning of TD (STB, Media Adaptor, etc).


· Common provisioning changes should not require reboot of TD.

· Supporting provisioning and management remotely 

· Allowing dynamic assignment and management of IP addresses for subscriber devices.


· Ensuring that real-time provisioning and configuration of software does not adversely affect 

· 
subscriber service

· Defining additional MIB modules for managing customer TD using the IETF Network Management Framework or ITU-T related methods.

The TD is recommended to support mechanisms for provisioning and management, such as:


· ITU-T M.3000 series for telecommunications management network [ITU-T M.3000]


· DHCP [IETF RFC 2131], [IETF RFC 2132]


· TFTP [IETF RFC 1350]


· Time of Day (ToD)


· UPnP [UPnP Device Architecture 1.0]


· DSL-F TR069

· SNMPv2/v3 [IETF RFC2578 / IETF RFC3411-3418]

The IPTV TD is recommended to use well established industry standard protocols for provisioning and management.

7.1.2.1
Device Configuration and Control


The IPTV TD should support Configuration and Control messages transmitted by the head-end controller to the IPTV TD for the purpose of setting the network address, assigning streams to specific Packet Identifier (PID) processors, activating/deactivating certain features of the interactive user guide and/or console interface, setting time zone information, clearing a customer personal identification number (PIN), or resetting the IPTV TD.


7.1.2.2
Code Download


The IPTV TD should support code download and upgrade capability via the remote download interface using multicast or unicast.


The code downloaded to the IPTV TD may be classified into three types: firmware, middleware, and Conditional Access Code.


7.1.2.3
Polling and Report-back


The IPTV TD should support Polling and Report-back messages from the head-end controller to poll the IPTV TD for purchase information as well as diagnostic and configuration information.  Purchases may be retrieved by the controller and passed on to the billing system. The process of collecting IPTV TD report-backs is initiated and managed by the head-end controller or may be initiated by the IPTV TD in the form of an “unsolicited report-back”

7.1.3
IP-based Command and Control Signalling

Signaling and Control includes:


· A preferred signaling architecture for establishing new sessions, modifying existing sessions, and tearing down sessions. 

· Feature capabilities of the selected signaling protocol(s), including channel change and trick-mode (VCR) operation including Pause, Rewind, Fast Forward, Resume, and Stop.

The following are standard mechanisms for IP-based Command and Control of video services:


· RTSP for Unicast content


The TD must support RTSP for the delivery of Unicast On-Demand content or for the support of Linear TV with Trick Mode, and the remote control of a streaming media server.  A session ID is used to keep track of sessions, this way no permanent TCP connection is required.  RTSP messages such as “setup”, “play”, “pause”, “record”, and “teardown” are sent from the TD to the media server for controlling the delivery of the selected media stream.


Assuming that the TD supports AL-FEC [ETSI TS 102 034], Annex E as described in section 7.2.1.13 and WG2 “Working Document: Application layer error recovery mechanisms for IPTV”, is used, additional options within the Transport header are defined for Application Layer FEC in [ETSI TS 102 034] section 6.3.2.2, to specify the addresses, ports, and parameters of the FEC layers.


· IGMP for Multicast content


Assuming that the TD supports IGMPv3 and that SI info supports IP transmission as described in section 7.1.1, the TD uses multicast destination address and/or the Source IP address (if using Source Specific Multicast – SSM) in SI to join (using) the appropriate multicast flow transporting the content requested from the end-user.


Assuming that the TD supports AL-FEC [ETSI TS 102 034], Annex E as described in section 7.2.1.13 and WG2 “Working Document: Application layer error recovery mechanisms for IPTV”, the TD uses the multicast destination address and/or the Source IP address (if using Source Specific Multicast – SSM) in SI to join the appropriate multicast flow transporting the FEC Layer(s) requested from the end user.


In order to support the Linear TV with Trick Mode service using IGMP, the TD should have a buffer capability for caching content for subsequent end-user control of playback.


7.1.4
Security

There are many security concerns and requirements that are addressed to and should be supported by the IPTV TD.  WG1 “Working Document: IPTV Service Requirements” should be consulted for a detailed list of security requirements placed on the IPTV TD.  Furthermore, WG3 “Working Document: IPTV Security Aspects” should be consulted for detailed security related issues directly affecting an IPTV system.


The IPTV TD should support SCP functionality, possibly consisting of renewable security means, detailed below in section 7.2.1.3 and 7.2.1.14, respectively.

7.1.5
Privacy


There are many privacy concerns and requirements that are addressed to and should be supported by the IPTV TD.  WG1 “Working Document: IPTV Service Requirements” should be consulted for a detailed list of privacy requirements placed on the IPTV TD.  Furthermore, WG3 “Working Document: IPTV Security Aspects” should be consulted for detailed privacy related issues directly affecting an IPTV system.

An IPTV Terminal Device can be a major source of private information. The following are examples of items that should be kept private within the IPTV TD:

–
Viewing history


–
Return/interaction channel usage and Audience Rating Information

–
History of interactive operation


–
Personal profiles and preferences


–
ID number


In some interactive broadcast systems, the ID number is used for the purpose of content copy control even in free-to-air services. [ITU-R BT.2052].

Audience Rating Information requires privacy aspects, not only at the terminal device, but also at the Audience Rate Server device, so as to protect the user/audience identity, such as by encrypting the user’s unique identifier (e.g. MAC or IP Address).  WG3 “Working Document: IPTV Security Aspects” details security and privacy related concerns with an audience rating information service <Editor: Is this true?>, and should be consulted for more details.

7.1.6
Parental Control


Parental locks are applied by an application to prevent access to content unless authorized.


<Consult WG4 Document for details>

7.1.7
Mobility


In case an IPTV TD is mobile, the TD is recommended to support mobility functionalities for service continuity when in motion.


An optional signaling architecture for exchanging wireless network characteristics between an IPTV TD (mobile device) and DNG (or Service Provider Server). It allows DNG (or Service Provider Server) to adjust their sending rate for ongoing video service according to the received information (e.g., bandwidth, packet loss, etc.) from the IPTV TD. Piggybacking the information on the existing IP based Protocol is available.

7.1.8
Video

7.1.8.1
Video Formats

The IPTV TD is expected to support commonly used video formats, an exemplary list of which can be found in WG6 “Working Document: Toolbox for content coding”, which should be consulted for specific video format support.  The Terminal Device should enable the reception and display or the video formats required by “Working Document: Toolbox for content coding”.


Colorimetry of video signals is required to be in compliance with [ITU-R BT.1361] in all video formats.

The IPTV Focus Group Work Group 6 document titled, “Working Document: Tool Box for content coding” defines codecs to be used in video processing.


The TD should be capable of displaying video and graphics output at the standard NTSC, PAL, and SECAM video resolutions interlaced on the Composite and S-Video outputs.


TDs that support high definition outputs should be capable of displaying video and graphics output on Component and HDMI outputs.The IPTV TD should be capable of converting a chosen specified input decoded picture source format/resolution to a chosen output format/resolution through a combination of video scaling and de-interlacing. TDs that support high definition outputs should provide native mode video output support so that it automatically changes output resolution formats to match the broadcast format.


7.1.8.2
Video Codecs


The IPTV terminal is required to handle (decode/encode) the digital transport streams recommended or required in accordance with the WG6 “Working Document: Toolbox for content coding”.  WG6 “Working Document: Toolbox for content coding” should be consulted for specific video codec support.  The Terminal Device should enable the reception and display of the video using the codecs required by “Working Document: Toolbox for content coding”.  

7.1.8.2
Video Processing


The IPTV TD should support the following video processing features:


· Independent horizontal and vertical scaling ranging from 1/32 (downscaling) to 32 (upscaling)


· De-interlacing


· 3:2 pull-down cadence detection


· Reverse 3:2 pull-down detection and filtering


· Digital Noise Filtering


· Edge Enhancements

Video outputs (RF and Baseband) should conform to accepted international standards.


The IPTV TD should support the scaling of a video source for display.  In particular, the IPTV TD is recommended to support this functionality due to potential restricted capabilities.

7.1.8.3
VBI Data Processing


The IPTV TD should be capable of passing through, extracting, decoding and rendering Vertical Blanking Interval (VBI) lines carried in an encoded content stream and should make the VBI data available to the operating system and applications for processing.


The IPTV TD may support the following closed captioning standards and VBI capabilities such as: [ANSI/SCTE-20], [ANSI/SCTE-21] and [ETSI EN 301 775] (modified by [ANSI/SCTE-127]), [CEA-608-D], and [CEA-708-C].


In the event both [ANSI/SCTE-20] and [ANSI/SCTE-21] closed captions are present simultaneously, the preference is to select [ANSI/SCTE-21] closed captioning data.


<Editor’s Note: We understand this is cable specific, but a contribution for more IP-specific language is expected>

7.1.9
Audio

7.1.9.1
Audio Formats

<Editor’s Note: Audio format is for further study>

The IPTV TD is expected to support commonly used audio formats, an exemplary list of which can be found in WG6 “Working Document: Toolbox for content coding”, which should be consulted for specific audio format support.  The Terminal Device should enable the reception of the audio formats required by “Working Document: Toolbox for content coding”.  

Some exemplary audio formats that the TD may support include:


· 5.1 channel audio 

· 2 channel audio

The IPTV Terminal Device may be capable of performing audio transcoding on output audio signals.  The process of transcoding implies the implementation of the respective decoder (if a single codec is used) or decoders (if two codecs are requested) in the IPTV terminal device. This gives IPTV operators the possibility to avoid simulcasting stereo and multi-channel streams. With the decoder in place, the terminal may feature a downmix from multi-channel to stereo for either all devices or at least those which are not offering the transcoding feature, respectively S/PDIF interface.


The IPTV TD should be capable of responding to user preference for adjusting Dolby digital audio dynamic range compression. The IPTV TD should be capable of supporting user or network selection among a minimum of three levels of audio dynamic range compressions: uncompressed, intermediate and heavy 

For specific interface requirements, see the “TD-OD and TD-PD” section, below.


7.1.9.2
Audio Codecs


The IPTV terminal device is required to handle (decode/encode) the digital transport streams recommended or required in accordance with the WG6 “Working Document: Toolbox for content coding”.  WG6 “Working Document: Toolbox for content coding” should be consulted for specific audio codec support.  The Terminal Device should enable the reception of audio using the codecs required by “Working Document: Toolbox for content coding”.  

7.2
Functional Architecture

7.2.1 
General functional architecture block diagram
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Figure 7-1: Functional Architecture Block diagram of IPTV Terminal Device

A brief explanation of each component/functional entity in Figure 7-1 is presented below:

7.2.1.1
RG (Residential Gateway):


1) A logical element that acts as a bridge between the access network and the home network.

2) Provides in premise and aggregated security management.

3) Provides provisioning and addressing services for logical elements within a compliant IPTV Network.

7.2.1.2
Network Interface:


The Network Interface functional entity includes the following functions: 


1) Send and Receive signals.


2) Processing of Layer 2 functions.


3) Processing of IP Packets.


4) Processing of TCP/UDP Packets.


5) Handling of the control flows

6) IPTV Terminal Device Attachment and Initialization process.


7) Management and reception of content over the BC-TD interface described in section 7.2.2.1, “BC-TD”, for the connection to a Broadcast Network (i.e. Satellite, Terrestrial, Cable).


8) Management and reception of content over the NW-TD interface described in section 7.2.2.2, “NW-TD”, for the connection to the Outside Network (i.e. NGN)


7.2.1.3
SCP:  


The SCP functional entity includes the following functions:


1) Handling of authentication mechanisms including key exchange and processing.

2) Processing of SCP entitlement issues.

3) Descrambling of input stream.

4) SCP can optionally be a software implementation (e.g. Downloadable)

5) See Renewable Security section below

7.2.1.4
Demux/Mux:

The Demux/Mux functional entity is responsible for the following functions:

1) De-multiplexing of video, audio, and data streams.

2) May include Re-multiplexing functionality to combine video, audio, and/or data streams, for potential distribution over the Home Network.

7.2.1.5
Decode:

The Decode functional entity is responsible for:

1) Decoding the compressed video and audio streams.


2) Decoding textual data, i.e. closed caption.


7.2.1.6
Output Interface:

1) The Output Interface functional entity is responsible for the TD-OD interface which is described in Section 7.2.2.4, “TD-OD and TD-PD”.


2) The Output Interface is responsible for handling Graphics Overlay and OSD for Applications.


3) If the IPTV Terminal Device includes display functionality, the interface for an external display device is optional.


7.2.1.7
HN Interface with SCP:  


1) The HN Interface entity is responsible for managing the TD-HN interface described in Section 7.2.2.3, “TD-HN”.


2) Encryption and Decryption of Content Streams for storage, display, and propagation to Home Network.


3) Transferring applicable SCP rights/privileges throughout the Home Network.


4) The HN Interface is optional.

7.2.1.8
Storage Device:

1) The Storage Device is responsible for the storage of content.  [[Editor’s Note: Further Contributions are needed]]


2) The Storage Device is optional.


7.2.1.9
Applications:

1) Applications include the software components capable of enabling functional and observable behavior, such as the GUI, EPG, VOD Controls, and other service related applications.


2) Some Applications are responsible for basic management of the IPTV Terminal Device, such as power management and event management. 


3) Some Applications are responsible for supporting services, including but not limited to SCP applications, plug-in applications, browser applications, media player applications, and graphical user interface (GUI) applications

7.2.1.10
Peripheral Device Interface:

1) The Peripheral Device Interface is responsible for interaction between the user devices and the appropriate Applications.


2) The Peripheral Device Interface receives input from any number of desired Peripheral Devices (e.g. Remote Control, Wireless Headset) in order to provide bi-directional interaction between the end-user and the TD.


7.2.1.11
User Interface:


1) A User interface is a combination of software and hardware components through which a user can interact with the User Input functional entity [ITU-T Recommendation F.902]. It can manifest itself in such forms as:


· A remote control

· A keyboard

2) The User interface is recommended to support a minimum set of input events, as described in WG6 “Working Document: IPTV Middleware”.

7.2.1.12
Connection/Session Management:

1) The Connection/Session Management functional entity is responsible for authentication, communication, and management of the connection to the IPTV Server through the Outside Network (i.e. NGN).

2) The Connection/Session Management functional entity is also responsible for managing the protocols necessary to stream and control the flow of media and other contents arriving at the terminal device, using protocols such as IGMP and RTSP.

3) Aid the Network Interface functional entity in the IPTV Terminal Device Attachment and Initialization process described below.


7.2.1.13
FEC Decode:

1) The Forward Error Correction Decode functional entity is responsible for decoding a received signal using the redundant data sent by the sender, without the need for the Terminal Device to request more information from the sender, in order to aid in ensuring QoS.

2) FEC functionality is recommended to support the functionality described by WG2 “Working Document: Application Layer Recovery Mechanisms”.

3) The FEC Decode functional entity is an optional entity.


7.2.1.14
Renewable Security:


1) The Renewable Security functionality may be used in a system where renewable security is required or desired.

2) Renewable Security encompasses Removable (e.g. Smart Card, Cable Card) and/or Downloadable (e.g. DCAS) security.


3) Removable Security is an optional component.


4) The Removable Security functionality is described in more detail in Section 7.2.2.5, “TD-SM”.


7.2.1.15
Peripheral Device:

1) A Peripheral Device, such as a video camera, wireless headset, Bluetooth USB Adapter, or other component may be used by the end-user to interact with Applications.

2) The Peripheral Device is an optional component.


3) The Peripheral Device interface is described in more detail in Section 7.2.2.4, “TD-OD and TD-PD”.

7.2.2
IPTV Terminal Device Interfaces 

Figure 7-1 identifies possible IPTV Terminal Device interfaces. These interfaces, physical or logical, may not all be present simultaneously and their existence depends on the configuration and the use of IPTV terminal device. Following sub-clauses provide descriptions of these interfaces.

7.2.2.1
BC-TD interface


This interface is between non-IPTV broadcasting network such as satellite, terrestrial and cable network and the IPTV Terminal Device.  This interface facilitates transfer of content and related information by way of radio signals, such as QAM or OFDM.

7.2.2.2
NW-TD interface


NW-TD-1 represents a logical connection by which the IPTV terminal device connects to the IPTV Outside Network via the RG using physical connection between the IPTV Outside Network and the RG and the TD-HN connection. The IPTV Outside Network should maintain two logical connections (PVC), one for IPTV and another for other services. At the end system side, the IPTV connection is maintained by IPTV terminal device, and the other connection is maintained by other device, such as RG itself.


In other configurations, the RG has only one connection to the network provider, and the IPTV terminal device shares the connection with other HN devices. The connection between the IPTV Outside Network and the RG is maintained by RG.


NW-TD-2 represents a direct physical connection between the IPTV Outside Network and the IPTV Terminal Device.

This interface is between an IPTV Terminal Device or RG and Outside IPTV Network. The interface facilitates content and metadata transfer by multicast or unicast operation.

If a direct connection (NW-TD) between the Outside IPTV Network and the Terminal Device is present, the IPTV Terminal Device is required to support at least one of the following:


· 10/100BASE-TX (as defined in [IEEE 802.3])

· 1000BASE-T (as defined in [IEEE 802.3])

· IEEE 802.16x (WiMAX, Mobile WiMAX, x: a and e) (as defined in [IEEE 802.16])

· IEEE802.11x (x: a, b, g and n) (as defined in [IEEE 802.11])

· 3G Wireless Internet as defined by 3GPP and 3GPP2

If a direct connection (NW-TD-2) between the Outside IPTV Network and the Terminal Device is NOT present, the RG is required to support at least one of the above-mentioned connection methods and the IPTV Terminal Device is required to be connected to the RG by the TD-HN interface.


7.2.2.3
TD-HN interface


<Editor’s Note: Refer to relevant section of the Home Network Document>

The followings are the specification for TD-HN.

· An interface that provides a connection to the home network. TD-HN is used for the connection between the IPTV Terminal Device and other in-home devices such as video recorders.

· TD-HN is an optional interface if a direct connection (NW-TD) between the Outside IPTV Network and the Terminal Device is present.


· An IPTV Terminal Device should be equipped with one of the interfaces listed below for TD-HN.


· Non-IP interface

· IP interface


· If a non-IP interface is used for TD-HN, the IPTV Terminal Device can optionally be equipped with one of the interfaces listed below:

· IEEE 1394 [IEEE 1394]

· USB

· Wireless Personal Area Network (WPAN) [IEEE 802.15]

· <Editor: If there are more Non-IP interfaces in mind, please contribute>

·  If an IP interface is used for TD-HN, the IPTV Terminal Device should be equipped with at least one of the interfaces listed below:

· 10/100BASE-TX

· 1000BASE-T

· IEEE802.11a/b/g/n

· MoCA (Multimedia Over Coaxial Alliance)

· HomePNA [ITU-T G.9951-G.9954]

· PLC (Power-line Communication)

· <Editor: If there are more IP interfaces in mind, please contribute>

Note: Any device that operates on the TD-PD or the TD-OD interface could instead operate on the TD-HN interface; however, even though the device may technically be a “Peripheral Device” or “Output Device”, since it is not a dedicated paired device with the IPTV TD (it could operate with multiple TDs within the Home Network) it cannot be classified under the TD-PD or TD-OD interfaces.

7.2.2.4
TD-OD and TD-PD


7.2.2.4.1
Physical Interface


An IPTV Terminal Device is required to support at least one of the following:


· support of analogue video signal output interface:


· D connector as per [IEC 62360] or a combination of three RCA pins

· For 1080p/1080i/720p/480p/480i component output 


· RCA pins as per [xxx]


· For NTSC/PAL/SECAM composite output (as defined in [ITU-R BT.1700])


· S or S2 Connector as per [xxx]


· For NTSC/PAL/SECAM Y/C output (as defined in [xxx])


· support of digital video signal output interface:


· DVI (Digital Video Interface)

· HDMI (High-Definition Multimedia Interface)

· Support of analogue and digital audio signals:


· Analogue


· S/PDIF as per [IEC 60958]


· HDMI (High-Definition Multimedia Interface)

· USB


· IEEE 1394


· Bluetooth [IEEE 802.15.1]


· IR

If copy protection is required, the interface is required to be equipped with an appropriate copy guard management system and should, for example, support the following:


· All analog outputs may be enabled or disabled based on service provider configuration.


· HDCP copy protection on the HDMI digital video output.


7.2.2.4.2
TD-PD Logical Interface


This interface is between a peripheral device and the IPTV terminal device. It allows transfer of information, such as Bluetooth protocol or those dealing with infrared to facilitate communication between the IPTV terminal device and, for example, a Bluetooth universal serial bus (USB) adaptor or mobile phone headset.


The devices operating on the TD-PD interface are connected either through a dedicated interface (e.g. USB) or through TD-HN interface.

7.2.2.4.3
TD-OD Logical Interface

This interface is between an Output Device (e.g. Display, Home Theatre System, External PVR, etc.) and IPTV Terminal Device and facilitates transfer of audio and video signals from IPTV terminal device to the Output Device. 

7.2.2.5
TD-SM interface

TD-SM is the interface between the IPTV Terminal Device and an optional removable security function, such as an IC card.  The followings are the specification for TD-SM interface.

If Removable Security is to be implemented, the IPTV Terminal Device is required to be equipped with at least one interface for TD-SM.  The possible interfaces for TD-SM are included in Appendix B, the interfaces to support TD-SM are not limited to those described in Appendix B, but are meant as exemplary interfaces to be used by the IPTV TD for security-related issues.

WG3 “Working Document: IPTV Security Aspects” should be consulted for details relating to the security issues of the IPTV system.

7.3
Software Architecture


The WG6 Document titled, “Working Document: IPTV Middleware” was used as a basis for this information.  Please refer to “Working Document: IPTV Middleware” for more specific and detailed information related to the IPTV Terminal Software Architecture.

 
[image: image4]

Figure 7-2 Software Architecture Layered Relationship

7.3.1 
OS/Driver Layer

The OS/Driver Layer provides components such as kernel modules and user-mode modules which provide access to and control of the IPTV TD hardware and devices.


7.3.2 
Resource Abstraction Layer (RAL)

The resource Abstraction Layer is an interface layer between resource and middleware service which encapsulates OS operations and resources layer and provide abstract view for resource layer.


The RAL provides the necessary interfaces to the lower layers of hardware (RAM, network access, hard drive, USB-port, etc.).

7.3.3 
Middleware and Applications Layer


Middleware is defined as the layer of software between applications and resources, which consists of a set of service enablers that allow multiple functionalities running on one or more devices in an IPTV system to interact across a network.  WG6 “Working Document: IPTV Middleware” should be consulted for any details regarding the Middleware and Applications Layer.

7.4
Protocols

The IPTV TD is expected to support relevant protocols to operate within an IPTV System.  The WG4 “Working Document: IPTV Related Protocols” should be consulted for an in-depth list of protocols for consideration and support.

7.5
Terminal Device Attachment and Initialization

The Terminal Device Attachment and Initialization process is the process by which the Terminal Device is configured to attach to the network to discover the service provider and services offered in an IPTV system.  WG4 “Working Document: IPTV Network Control Aspects” should be consulted for details regarding the process of terminal device attachment and initialization.

7.5.1
Service Provider Discovery and Service Attachment

Service Provider Discovery is the process by which an IPTV Terminal Device becomes aware of the available IPTV Service Providers, learns the location of their Service Discovery (SD) Servers and the means for attaching to each SD server.  As a result, by contacting the discovered SD Server(s), a TD can perform the subsequent Services Discovery and Service Attachment procedures.

Service Provider Discovery procedures are described in detail in WG4 “Working Document: IPTV Network Control Aspects” and Service Attachment procedures are detailed in WG6 “Working Document: IPTV Middleware” <Editor’s Note: Is this true?>.

The Service Provider Discovery process is defined as a set of alternative procedures/cases defined in “Working Document: IPTV Network Control Aspects”, which can be extended further.  


7.6
Quality Monitoring

The following methods can be used, if video quality monitoring is required.


· no reference methods


· reduced reference methods


· quality monitoring using transmission errors [ITU-T J.242]

· Hybrid perceptual/bit-stream models [ITU-T J.bitvqm]

<Editor’s Note: WG2 Review the following>

As an optional functionality, the IPTV terminal may have quality monitoring capability. IPTV services are different from traditional TV services such as satellite TV or cable TV. If satellite or cable TVs are properly installed, video quality will be consistently good. This is not true for IPTV. If demands exceed the bandwidth or there are transmission errors, video quality will deteriorate. For this reason, quality monitoring is more important in IPTV, particularly for some applications such as PPV or VOD.

For video quality monitoring in IPTV applications, there are three possibilities: reduced-reference (RR) models, no-reference (NR) models and the quality monitoring method using transmission errors [ITU-T J.242].


7.6.1 
No-reference methods [J.mm-noref]


In the no-reference method (Figure 7-3), perceptual video quality evaluation is made based solely on the processed video sequence (PVS) without using the source video sequence (SRC). Although the performance of no-reference methods is inferior to that of full-reference and reduced-reference methods, it is expected that upcoming bit-stream NR methods will provide improved performance [J.bitvqm]. 
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Figure 7-3: A no-reference model

7.6.2 
Reduced-reference methods [J.mm-redref]

In the reduced-reference method, features are extracted from the source video sequence and the processed video sequence (Figure 7-4). From these features, perceptual objective measurements of video quality are computed. If a reduced-reference method is used at the terminal, the head-end needs to transmit feature data for video quality measurement in addition to video data (Figure 7-5). It is desirable that the feature data should be available at the terminal in a timely manner. It is preferred that the feature data is sent with a time advance and the terminal stores the feature data in a local storage. Thus, the terminal should have adequate computing power and storage. It is also expected that upcoming bit-stream RR methods will provide improved performance [J.bitvqm].
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Figure 7-4: A reduced-reference model (SRC: source video sequence, PVS: processed video sequence)
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Figure 7-5: A block diagram of video quality monitoring using an RR model


7.6.3 
Quality monitoring using transmission error information at the head-end [ITU-T J.242]

In digital communications, transmission errors include packet loss and packet delay and their effects can be exactly identified when video data is transmitted using packets. Furthermore, if there is no transmission error, the video quality at the receiver will be identical to the video quality of the video sent by the transmitter. Therefore, if the receiver sends transmission error information which includes information on packet loss and delay in packetized video transmission, the head-end (service provider) can exactly reconstruct the received video seen at the receiver (Figure 7-6). Finally, the head-end may use a FR or RR method to evaluate the video quality of the received video seen at the receiver. Table 7-1 describes messages for sending transmission error information to the service provider. 


Table 7-2 shows an example of error message format capable to send information on transmission errors. Thus, the terminal (e.g., set top box, or mobile terminals) is designed to send transmission error information (e.g., Table 7-2), quality monitoring can be efficiently done at the head-end using the transmission error information.
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Figure 7-6: A method for a head-end to monitor video quality at the terminal using transmission error information.


Table 7-1: Message description

		Type of transmission errors

		Message descriptions



		Information on the terminal 

		A model identification message



		Source Identifier

		A source identification message



		Information on a lost packet

		A lost packet index



		Information on lost packets

		A starting packet index and an ending packet index of the lost packets



		Information on a delayed frame

		A delayed frame index and the amount of delayed time



		Information on a skipped frame

		A skipped frame index



		Information on skipped frames

		A starting frame index and an ending frame index of the skipped frames





Table 7-2: Error Message Formats [ITU-T J.242]

		Type of transmission errors

		Transmission error messages in hexadecimal

		Descriptions



		Information on a lost packet


(5 bytes)

		6C XX XX XX XX

		‘l’ + packet index in long integer



		Information on lost packets


(9 bytes)

		4C XX XX XX XX XX XX XX XX

		‘L’ + starting packet index in long integer + ending packet index in long integer



		Information of a delayed frame


(7 bytes)

		64 XX XX XX XX XX XX

		‘d’ + frame index in long integer + delay time in short integer



		Information on a skipped frame


(5 bytes)

		73 XX XX XX XX

		‘s’ + frame index in long integer



		Information of skipped frames


(9 bytes)

		53 XX XX XX XX XX XX XX XX

		‘S’ + starting  frame index in long integer + ending  frame index in long integer



		Information of the receiver 


(32 bytes)

		6D + 31-byte string

		‘m’+31 byte string



		Source Identifier


(5 bytes)

		69 XX XX XX XX

		‘i’ + 4 bytes (32 bits)





7.6.4
Hybrid perceptual/bit-stream models [ITU-T J.bitvqm]


 It is possible that an objective model may have access to bit stream data from which the model can obtain additional information on transmission errors (e.g., delay, packet loss), codec parameters (e.g., type, bit-rates, frame rates, codec parameters), etc. This kind of information is easily available from bit-stream data at the receiver. It is expected that such models may provide improved performance in terms of accuracy and speed compared to objective video quality models which use only processed video sequences.

If an IPTV terminal is to use such a hybrid perceptual/bit-stream model for quality monitoring, it should provide bit-stream data to the model (ITU-T J.bitvqm). The input requirements for hybrid perceptual/bit-stream models are shown in Figures 7-7 ~ 7-9.  For Quality Monitoring in the Terminal Device, RR or NR methods can be used.
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Figure 7-7: Input requirements for FR hybrid perceptual/bit-stream models.
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Figure 7-8: Input requirements for RR hybrid perceptual/bit-stream models.
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Figure 7-9: Input requirements for NR hybrid perceptual/bit-stream models.

In order to improve the accuracy of objective models, it is also possible to transmit video quality scores of the compressed video data which are transmitted (Figure 7-10). It has been known that if video quality measurements are made every half second, they will provide sufficient information on the video quality of the processed video sequence. If there are no transmission errors, the video quality at the receiver would be the same as that of the transmitted video sequence. If transmission errors occur, the received video sequence suffers from both compression impairments and transmission error impairments. With video quality scores available, an objective model which measures the video quality of the received video sequence may be improved, particularly for NR models. The video quality scores can be transmitted as meta-data. Alternatively, they can be transmitted using watermark techniques.
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Figure 7-10: Generating and transmitting video quality scores of compressed data.

If an IPTV terminal is to use these objective models for quality monitoring, the input requirements are shown in Figures 7-11 ~7-13.
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Figure 7-11: Input requirements for a FR hybrid perceptual/bit-stream model which uses the video quality scores of transmitted compressed video data.
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Figure 7-12: Input requirements for a RR hybrid perceptual/bit-stream model which uses the video quality scores of transmitted compressed video data.
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Figure 7-13: Input requirements for a NR hybrid perceptual/bit-stream model which uses the video quality scores of transmitted compressed video data.

Appendix A

Service Information (SI)

The IPTV TD can use the Service/System Information in order to find out where on the network to access any content that the user selects. In order to support an IPTV TD, existing Service/System Information data need to be updated and modified to provide the data necessary for an IPTV TD to discover and access digital/analogue services offered available on the network.  In addition to the existing RF/frequency-related information, the updated SI data must support at least the following (this is not an exhaustive list) in order to allow for IP transmission: Source IP address (to allow for SSM), Multicast Destination IP address and UDP Port, different IP encapsulation methods (e.g. UDP/RTP/MPEG2-TS), stream bandwidth information, etc….


The TD software should accept the Program Specific Information and Service Information (PSI/SI)  including program association table (PAT), program map table (PMT), network information table (NIT), virtual channel table (VCT), event information table (EIT), and system time table (STT).


The TD should use the system time message to synchronize its local clock and should provide a clock signal to the middleware and applications. The TD should be capable of maintaining a channel map and make it available to middleware and applications.


SI standards are region-specific, and the following are some of the regional standards that apply:


· In North America: [SCTE-65]

· In Europe: [ETSI EN 300 468]

· In Japan: [ARIB-B10]

Appendix B

Removable Security TD-SM Interface

If optional Removable Security is to be implemented, the IPTV Terminal Device is required to be equipped with at least one interface for TD-SM.


· The interface for TD-SM may optionally support ISO Smart Card specifications defined in:


· ISO 7816-1 [ISO7816-1]


· ISO 7816-2 [ISO7816-2]


· ISO 7816-3 [ISO7816-3].

· The interface for TD-SM may optionally support SCTE Cable Card (POD Module) specifications:


· ANSI/SCTE-28


· ANSI/SCTE-41


· ANSI/SCTE 51-1, 51-2, and/or 106 (for bi-directional communication)


· The interface for TD-SM may optionally support ETSI Smart Card specifications:


· ETSI TS 102 225


· ETSI TS 102 226


· ETSI TS 102 569


· The IPTV smart card is recommended to follow a common uniform format similar to SIM.

· The IPTV smart card is recommended to have the ability to support prepay and postpay mode.  

· The IPTV smart card is recommended to support [ITU-T E.118], [ITU-T E.164], and [ITU-T T.50], according to charging and numbering needs.
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Aspects of Home Network supporting IPTV Services

1.
Scope


This document describes relationship between the Home Network (HN) and IPTV related entities. It also identifies functions needed for the Home Network to support IPTV services.  It further provides procedures and sets criteria to verify compliance of terminal devices to the identified rules and requirements. 

2.
Reference


The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this working document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this working document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.


The reference to a document within this working document does not give it, as a stand-alone document, the status of a Recommendation.


[ITU-T G.992.1]

ITU-T Recommendation G.992.1 (1999), Asymmetric digital subscriber line (ADSL) 

[ITU-T G.992.3]  

ITU-T Recommendation G.992.3 (2005), Asymmetric digital subscriber line transceivers 2 (ADSL2)

   [ITU-T G.992.5]

ITU-T Recommendation G.992.5 (2005), Asymmetric Digital Subscriber Line (ADSL) transceivers - Extended bandwidth ADSL2 (ADSL2plus)

[ITU-T G.993.2] 

ITU-T Recommendation G.993.2 (2006), Very high speed digital subscriber line transceivers 2 (VDSL2)  

[ITU-T G 994.1]  

ITU-T Recommendation G.994.1 (2007), Handshake procedures for digital subscriber line (DSL) transceivers   

[ITU-T J.190]
ITU-T Recommendation J.190 (2002), Architecture of MediaHomeNet that supports cable-based services


[ITU-T I.610]


ITU-T Recommendation I.610 (1999), B-ISDN operation and maintenance principles and functions   

[ISO-IEC 8802-1] 

ISO-IEC 8802-1 (2001), Information technology -- Telecommunications and information exchange between systems -- Local and metropolitan area networks -- Specific requirements -- Part 1: Overview of Local Area Network Standards

[IETF RFC 1305]  

RFC 1305 (1992), Network Time Protocol (Version 3) Specification, Implementation and Analysis

[IETF RFC 1918] 

RFC 1928 (1996), Address Allocation for Private Internets

[IETF RFC 2030]

RFC 2030 (1996), Simple Network Time Protocol (SNTP) Version 4 for IPv4, IPv6 and OSI

[IETF RFC 2236]

RFC 2236 (1997), Internet Group Management Protocol, Version 2

[IETF RFC 2663]

RFC 2663 (1999), IP Network Address Translator (NAT) Terminology and Considerations

[IETF RFC2684]

RFC2684 (1999), Multiprotocol Encapsulation over ATM Adaptation Layer 5 


[IETF RFC 3022]

RFC 3022 (2001), Traditional IP Network Address Translator (Traditional NAT)

[IETF RFC 3027]

RFC 3027 (2001), Protocol Complications with the IP Network Address Translator

[IETF RFC3376]

RFC3376 (2002), Internet Group Management Protocol, Version

[IETF RFC 3489]
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3.
Definitions


This working document uses the following terms defined elsewhere:


3.1
Terms defined elsewhere

3.1.1 Home Network (HN): Home network is the collection of elements that process, manage, transport, and store information, thus enabling the connection and integration of multiple computing, control, monitoring, communications and entertainment devices in the home 

3.2
Terms defined here

3.2.1
Access Gateway:  A logical element that acts as a bridge between the access network and the home network, providing in premise and aggregated security management,  provisioning and addressing services for logical elements within a compliant IPTV  Network.

Editor’s Note – There are some terms such as Home Gateway, Residential Gateway, Delivery Network Gateway and so on used for the same device.  Relevant term will be defined.

3.2.2
HN capable IPTV TD:  An IPTV TD which has HN capability.  This is typically a server and/or a client to HN devices.

3.2.3
HN capable TD:  A TD which has HN capability.  This is typically a server and/or a client to HN devices.

3.2.4
Hybrid terminal device: A terminal device that has both broadcast and broadband interfaces and is capable of handling broadcast terrestrial/satellite/cable and broadband IPTV services synchronously.

3. 2.5
IPTV End System (IES):  A single or set of consumer devices that support IPTV Services (i.e. everything from Gateway to Display).

3.2.6
IPTV TD: An IPTV service enabled terminal device such as an IPTV set-top box, an IPTV service enabled TV set or a mobile device which can support IPTV services.


3.2.7
Terminal Device (TD) :  A device such as a personal computer, a computer peripheral, a set-top box, a network appliance, a mobile device, a TV set, a monitor , a VoIP Terminal, or an audio-visual media player that is connected to a network and which typically terminates the IP based information service. 

           Editor’s Note: discussion needed with WG1.


4.
Abbreviations and acronyms

This working document uses the following abbreviations and acronyms.


ACS 
Auto Configuration Server

DSCP
Differentiated Services Code Point


ECG
Electronic Contents Guide


EPG
Electronic Program Guide

HN
Home Network


IES
IPTV End System


IP
Internet Protocol


MPEG
Moving Picture Experts Group

NT
Network Terminal


NW
Network

QoE
Quality of Experience


QoS
Quality of Service


RG
Residential Gateway

RMS 
Remote Management System

STB
Set-Top Box


TD
Terminal Device


VoD
Video on Demand


VoIP
Voice over IP

5.
Conventions


<TBD>


6
Home Network (Consumer domain)


6.1
Architecture
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Figure 6-1: Home Network architecture for IPTV end system


Each element can be defined as follows.

· Primary Domain (IP-HN-P)


Primary domain deals with IPTV related IP traffic between IPTV-NW and IPTV-TD including audio/video streams.  Traffic in the primary domain is associated with traffic to/from access network.  The devices and traffic related to the primary domain must be configured to be reachable to/from access network, directly or indirectly (e.g. via NAT).  Since this domain is expected to work as an extension of access network, technical coordination such as QoS mapping with access network is needed.


· Secondary Domain


Secondary domain deals with IPTV related traffic between IPTV-TD and HN-TD.  The devices and traffic belonging to the secondary domain do not need to be configured to be reachable to/from access network.  For example, there may be a case where locally assigned IP addresses are enough for this domain.  Secondary domain can be divided into 2 parts, IP and non-IP, depending on the network layer protocol.

· IP Secondary Domain (IP-HN-S)


IP secondary domain is a part of secondary domain based on IP protocol. 


· Non-IP Secondary Domain (PR-HN-S)


Non-IP secondary domain is a part of secondary domain based on non-IP protocol such as IEEE 1394.


The above architecture contains some interfaces indicating boundary between devices and domain.  The interfaces are summarised in the table below.


Table 6-1: Interfaces within Home Network.


		Interface

		Note



		IPI-0

		Interface between IPTV-TD and HN-TD that has no direct connection with Access GW.



		IPI-1

		Upstream side interface of IPTV-TD or HN-TD.  In case of HN-TD, the HN-TD has a direct IP connection with Access GW.



		

		IPI-1a

		IPI-1 interface used for power line



		

		IPI-1b

		IPI-1 interface used for Ethernet (10/100/1000 BASE-T)



		

		IPI-1c

		IPI-1 interface used for Home PNA



		

		IPI-1d

		IPI-1 interface used for coaxial 



		

		IPI-1e

		IPI-1 interface used for wireless



		IPI-3

		Downstream side interface of Access GW



		

		IPI-3a

		IPI-3 interface used for power line



		

		IPI-3b

		IPI-3 interface used for Ethernet (10/100 BASE-T)



		

		IPI-3c

		IPI-3 interface used for Home PNA



		

		IPI-3d

		IPI-3 interface used for coaxial 



		

		IPI-3e

		IPI-3 interface used for wireless



		IPI-4

		Upstream side interface of Access GW



		

		IPI-4a

		IPI-4 interface used for connection with copper access network.



		

		IPI-4b

		IPI-4 interface used for connection with optical access network through Ethernet interface.



		

		IPI-4c

		IPI-4 interface used for connection with optical access network through coaxial interface.



		

		IPI-4d

		IPI-4 interface used for connection with wireless access network.



		U interface

		Interface between IPTV-NW and Home Network.


U interface and NT is outside of Home Network.





[image: image18.wmf]IP


-


HN


-


S


 


IP


-


HN


-


P


 


Physically separated IP


-


HN configuration


 


Access


 


GW


 


IPTV


 


TD


 


IPTV


 


TD


 


HN


 


TD


 


IP


-


HN


-


P


 


 


 


 


 


 


 


Logically separated IP


-


HN configuration


 


Access


 


GW


 


IPTV


 


TD


 


IPTV


 


TD


 


HN


 


TD


 


IP


-


HN


-


S


 


IPI


-


1


 


IPI


-


0


 


IPI


-


1


 




Figure 6-2: Example configurations for IP-based home network.

Figure 6-2 shows an example of a physical configuration of IP-based Home Network.  Two Home Network areas, IP-HN-P and IP-HN-S, can overlap physically as shown in the lower half of figure 6-2.  HN-TD deals with IPTV related traffic only. Devices which do not handle IPTV traffic is required to be connected to IP-HN-S.


6.2
QoS

6.2.1
Home Network QoS architecture


6.2.1.1
Potential Congestion Points


[image: image19.png]





Figure 6-3: Potential congestion point in a typical home network


Editor’s Note - Figure 6-3 needs to be modified more suitable to IPTV service.


Editor’s Note – Wireless link described in this figure should be bi-directional.


Home Network QoS needs to accommodate a variety of both Access and Home Network technologies. There are a number of potential congestion points as shown in Figure 6-3. Note that the degree to which these are actual congestion points will depend on the technologies used.

The HGI identifies at least four potential congestion points in the Home Network.


· Access Gateway Upstream


· Access Gateway Downstream


· Access Gateway Transit Traffic


· Bridges and Switches in the Home Network


Note – The detailed explanation of each potential congestion point is provided in the clause 5.5.2.1, 5.5.2.2, 5.5.2.3 and 5.5.3 in [HGI].


6.2.1.2
Basic principle of operation


QoS approach is mainly concerned with managing QoS through Access GW itself. It works on the basis of a packet by packet, service classification. The service classifiers are combinations of the ingress packet header fields. LAN-side ingress QoS markings are generally untrusted, but can be used if trust is established by some other means, and/or in combination with other service classifiers.


The service classification is used to assign the packet to the appropriate queue, and may be used to set the L2 markings for a particular HN technology. It is also possible to drop packets on the basis of classification. Service classifiers are downloaded from the ACS (Editor’s Note2) as a static policy. Where service instance classification is used (e.g. for the overload protection mechanism described below), the additional classifiers are generated within Access GW itself. There is no session awareness, except for that associated with this overload control mechanism. Class-based queuing is used. LAN-side ingress DSCP markings can be overwritten to zero or a per service configurable value. There is a QoS mapping table for L2 parameters for LAN-LAN bridged traffic. Access GW does not directly support signalled admission control, but the overload protection mechanism can provide some features of admission control by limiting the number of service instances to a pre-configured value.

Editor’s Note1 – The above text is imported from clause 5.5.4 of [HGI] and need modifications.


Editor’s Note2 – ACS is specified in IPTV context and needs harmonization with WG1 and 4.


6.2.1.3
DSCP and VLAN Usage


Some current L3 QoS schemes are based on DSCP markings, with VLANs and Ethernet priority markings being used in L2 schemes. Although all of these features to some degree in the HGI scheme for IPTV, they are not the main mechanisms. The reasons for this are as follows. There are two problems with relying upon DSCP in the LAN to WAN direction. Firstly, all traffic of the same type would have the same marking but what is required is the ability to differentiate on a service basis. Secondly, the DSCP markings need to be trusted, but since they can be set by an end-user application they can be easily spoofed, unless there is a mechanism to establish trust with end devices.


In principle VLAN IDs and/or priority tags could be used as a QoS classifier within the Home Network, however this approach is not a preferred solution for IPTV. Adding a VLAN header or priority tags increases the Ethernet frame size; some small, unmanaged Ethernet switches simply drop such frames. Since there are at least some infrastructure devices which will drop tagged frames, Access GW does not add VLAN headers to any frames. However certain DLNA devices may send tagged frames. Access GW needs to be able to receive such frames and in the case of bridged traffic, will forward them transparently.

Editor’s Note1 – The above text is imported from clause 5.5.5 of [HGI] and need modifications.


Editor’s Note – This clause discusses some QoS techniques such as DiffServ and VLAN.  Some discussions are needed for the preferred QoS mechanism.


6.2.1.4
Traffic Classification


The key requirement for traffic classification is to be able to classify a service rather than a traffic type. Queuing, scheduling, and dropping treatments are determined based upon the service classification. The Service Provider wishes to deliver a quality service, and wants that service to be treated in a particular way. There may well be other traffic of the same type (e.g. VoIP) which should not be given any special treatment if it is not a value-added service. Each packet is classified by inspecting one or more of its header fields. The combination of classifiers used to identify a service is known as the classification rule for that service.


There are in fact rather different requirements for the classification of the three basic directions of traffic flow through the Gateway i.e. upstream, downstream and transit. The upstream classification needs to be the most fine-grained, as queuing and scheduling into what is normally the most significant congestion point needs the greatest degree of control. In the downstream direction little can be done to improve the QoS of arriving packets, and the main aim is to maintain this ingress QoS, and ensure that it is not compromised by either transit traffic or the slow operation of any integrated HN technologies. The downstream and transit classifiers are typically a subset of the upstream classifiers. The upstream classifiers are briefly described below with a brief rationale as to when and how they might be used, and the downstream and transit subsets are then noted.

Editor’s Note – The above text is imported from clause 5.5.6 of [HGI] with modifications.


6.2.1.5
Upstream Classification


Editor’s Note – Further study is needed in IPTV context, because IPTV is mainly downstream service.  The requirements and use case which requires substantial upstream traffic need to be studied.


6.2.1.6
Downstream Classifiers


The main requirement in the downstream direction is to be able to distinguish between managed and unmanaged services, and this can often be done on the basis of IP SA alone. Classifiers such as IP DA/SA, physical port, packet length, SA, DA, TCP/UDP port number, and protocol type fields, which are identified as upstream classifiers (see HGI), are also included in the downstream (DS) scheme, as they may be required on occasion. However packet length, MAC address, and physical port are not needed in this direction; there is only 1 WAN port, and so the fact that it is downstream traffic can be taken into account without there needing to be an explicit classifier.

Editor’s Note – The above text is imported from clause 5.5.8 of [HGI] with modifications.


6.2.1.7
Transit Classification


The SP is not directly involved with the transit traffic; his main concern is to prevent it adversely impacting his managed service traffic. This could be done by always separating out DS and transit traffic, and simply giving absolute priority to the DS traffic. However there may be an opportunity to distinguish between (transit) streaming and data traffic on the HN, and prioritize the former. The problem is that if this traffic is simply bridged, then it may not be seen by what is essentially a L3 classification engine, and indeed if all such traffic was forced via the full classifier, this would require it to be able to operate at a line rate of up to 100 Mbps. (Contributor’s note – The mentioned bandwidth seems to be too much specific.) Further, the SP has no awareness of these LAN-LAN flows as services which makes a service-based classifier hard to configure. Therefore there is a simple transit priority scheme, which is essentially device-based and uses MAC address pairs (SA and DA) to identify traffic which can be given higher priority. Separation between DS and transit traffic is still maintained. 


Editor’s Note – The above text is imported from clause 5.5.9 of [HGI] with modifications.


6.2.1.7.1
IP Destination Address (IP DA)


This is a particularly useful service classifier for upstream unicast traffic. Some IPTV Services have some kind of functional entities in Service and Network Provider, and so there is a single destination IP address associated with that service. This has 3 major advantages:

• It requires a single, initial configuration

• It cannot be usefully spoofed, as the traffic would go to an inappropriate destination

• It can be used for an encrypted service as long as the tunnel address is known.

Editor’s Note – The above text is imported from clause 5.5.7.1 of [HGI] with modifications.


6.2.1.7.2
IP Source Address (IP SA)

This may be appropriate when there is a large number of DAs associated with a service e.g. if there is a large number of video servers. However the IP SA will often be a locally administered, private address, but if the device type can be (reliably) identified at the time the address is allocated (for example via DHCP Option 60), then this can be used to automatically configure the SA as a service classifier.

Editor’s Note – The above text is imported from clause 5.5.7.2 of [HGI] with modifications.


6.2.1.7.3
MAC Source Address (SA) and Destination Address (DA)

These can be used to distinguish different physical devices, and therefore different instances of the same service as per clause 5.5.7.5 of [HGI].


6.2.1.7.4
TCP/UDP Port number

TCP/UDP port number can be used to identify certain applications as per clause 5.5.7.6 of [HGI].

6.2.1.7.5
Protocol type

Distinguishing between TCP and UDP protocols can allow a more general distinction between different types of service as per clause 5.5.7.7 of [HGI]. Refer to the WG4 document titled “Working Document: IPTV related protocols”.

6.2.1.7.6
QoS Mapping

Access GW primarily works on the basis of a packet by packet service classification and operates largely in isolation from a QoS perspective, therefore mapping between different QoS regimes is not a key element of the scheme. There are however some mappings which may be useful, particularly for bridging between different HN technologies and these are defined. See clause 5.5.10 of [HGI].

6.2.1.8
Upstream Queue structure

In the upstream direction the main functionality required is to avoid excessive delay for voice, provide sufficient bandwidth for voice and video, and to prevent best-efforts traffic being completely starved by higher priority queues. There are three fundamentally different types of traffic with regard to QoS, voice, video and data, This would require three queues, However there is a need to further distinguish between two different types of data (e.g. for higher priority control data or to support a premium data service), Further, the overload protection mechanism requires an additional queue, making the total number required at least 5.


There are 2 types of queue, strict priority and weighted round robin. There are 2 strict priority queues with the remainder being WRR. The highest priority queue is served to exhaustion. The second strict priority queue is served when the highest priority queue is empty, and the scheduling is such that the jitter on the highest priority queue due to all other queues is limited to a single packet. The highest priority queue would normally be used for voice, which is jitter sensitive, with the second queue being used for other ‘CBR’ applications which were less jitter sensitive.


Use of 2 strict priority queues mean that all traffic which get puts into these queues will get transmitted, as long as there is sufficient physical layer capacity. The only additional functional requirement is to avoid these 2 queues completely starving all other queues. Note that while the queues are nominally associated with particular traffic types, any service can be mapped to any queue, and the scheduling behaviour is configurable by means of the round-robin weightings. The overall aggregate can be shaped to a rate which can be configured to be less than the physical line rate, and there is also a per queue shaper for the WRR queues which can limit the maximum rate of the traffic types in those queues. This could be used for example to limit the maximum upstream rate of an Internet service.

Editor’s note – Relative priority between voice and video needs further study. Ask SGs their opinion.


Editor’s Note – The above text is imported from clause 5.5.11 of [HGI] with modifications.


6.2.1.8.1
Downstream and Transit Queue Structure

In the downstream direction there are 2 concerns, ensuring that WAN traffic is not blocked by transit traffic, and if there is downstream congestion due to a rate mismatch caused by a slow HN technology, that the value added traffic gets priority. There may be two different types of transit traffic, simple data, and streaming e.g. from a media player. The downstream needs a somewhat simpler queue structure, with 4 queues (WAN Managed Services, WAN Best Effort, LAN Managed Services, LAN Best Effort) per LAN port.

Editor’s Note – The above text is imported from clause 5.5.11.1 of [HGI].


6.2.1.9
Class Based QoS, Sessions and Policy


 QoS approach is essentially traffic class-based, i.e. the QoS treatment is the same for all flows belonging to the same class. This is for reasons of simplicity and scalability. However there is some limited flow awareness to support an overload protection mechanism. Flows are closely related to sessions, which have 2 possible uses in a QoS scheme – allowing a different per session QoS policy to be applied, and preventing new sessions if they would adversely impact existing ones. The basic requirement here is to provide the appropriate QoS for a service type; there is no reason to suppose that this should be different on a session by session basis (see Note below). Therefore a static policy approach has been adopted. The potential downside of this is that there is no mechanism to prevent a new session overloading the class so that the entire class suffers.


Note – It is possible for different kinds of IPTV services to be given different QoS treatment. For example, the required QoS treatment for VoD service would be different from linear TV service.  Also, a video coding scheme chosen by the service provider may have an impact on the required bandwidth as well as other QoS parameters.

If overload is a genuine concern (as opposed to a theoretical possibility) then some kind of admission control system is needed. Admission control requires a decision to be made about resource availability before a session is established, and so involves signalling. Access GW is not involved in signalling (except where the service terminates in Access GW itself), and while it could in principle snoop on signalling, this cannot be done where the signalling is in an encrypted tunnel. Further, snooping does not provide a graceful means to reject a session request. 


Access GW can support a basic overload protection mechanism which allows a new service instance to be allowed on a trial basis to see whether or not it can be supported, without impacting existing traffic. This mechanism works in the following fashion. Within a service class there is the concept of a recognised and an unrecognised service instance. The simplest way of doing this would be to classify the instance on the basis of the associated LAN IP or MAC address.  Any packet with the known service class, but unknown instance would be put into a different queue to recognised instances. Each classification rule has an optional pointer to an Application Layer Logic  (ALL). For overload protection, the ALG would check if this was a known service instance. If not it would initiate a procedure which would check (over a relatively short period of time) if this new instance could be accommodated without causing overload as measured by excessive queue length. Further details of this are given along with the requirements in clause 6.4.

Editor’s Note – The above text is imported from clause 5.5.12 of [HGI].


6.2.2
Quality of Service requirements


Editor’s note – Contentious issues raised by participants.  Correspondence between service classes and services (e.g. voice communication and contents flow of IPTV)/protocols is for further study. Contribution is expected.


This clause specifies the QoS datapath functions which must be supported by Access GW, and the QoS management objects which are used to configure QoS policy within Access GW. Core QoS traffic management functions include classification, marking, congestion management, queuing, shaping, and egress scheduling. 


Figure 6-4 shows a conceptual view of the core QoS traffic management functions as packets are received from the LAN ingress ports or from internal Access GW sources. This diagram is not meant to determine the implementation structure of the QoS functions nor those of the related datapath functions. 
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Figure 6-4 QoS Functions from LAN Ingress

Figure 6-5 shows a conceptual view of the core QoS traffic management functions as packets are received from the WAN ingress ports. Note that while these are logical WAN ports, there is only one Physical WAN port. This diagram is not meant to determine the implementation structure of the QoS functions nor those of the related data path functions. 
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Figure 6-5: QoS Functions from WAN Ingress


These functions are described in turn below.


Editor’s Note – The above text is imported from clause 6.4 of [HGI].


6.2.2.1
Classification of traffic


 The Classifier treats packets on the basis of the ingress interface, layer 2 header fields (VC or VLAN), IP header fields, layer 4 fields, and packet length. The output of the classification process is a set of decisions about the subsequent handling of that packet. The classification process determines the layer 3 and layer 2 egress marking, handling by the congestion management function, and (in combination with the forwarding decision) the allocation of the packet to an egress queue.

Editor’s Note – The above text is imported from clause 6.4.1 of [HGI].


6.2.2.1.1
Requirements for Classification of packets received upon the WAN ingress


The requirements in this subclause pertain to packets received upon the WAN ingress port.

· Access GW is required to classify all packets received on the WAN ingress port. [HGI R100]


· Access GW is required to be able to set the home network priority level for each packet by setting the DSCP bits on the basis of the classification result. [HGI_R101]


· Access GW is required to assign each packet to the appropriate egress queue, drop the packet, or deliver it to an internal sink, on the basis of the classification result combined with the forwarding decision. NOTE: the packet drop in this context refers to an ingress security function where packets may be dropped as a direct result of classification. [HGI_R102]


· Access GW is required to be able to classify packets based upon the relevant classifiers. [HGI_R103r1]


· Access GW is recommended to be able to classify packets based upon IP packet size. [HGI_R111]


· Access GW is required to be able to classify packets based upon any combination of up to 5 of the WAN ingress classification parameters. [HGI_R112]


Editor’s note - Further study is needed on the number of classification parameters.


· Access GW is recommended to be able to classify packets on any combination of the WAN ingress classification parameters. [HGI_R113]


For ATM based access systems, the following requirements also apply

· Access GW is required to be able to classify packets based upon ATM VPI/VCI. [HGI_R114]


Where Ethernet is present on the access link, the following requirements are applied.


· Access GW is required to be able to classify packets based upon Ethernet priority, as defined in IEEE 802.1D. [HGI_R115]


· Access GW is required to be able to classify packets based upon VLAN ID, as defined in IEEE 802.1Q [HGI_R116]


· Access GW is required to be able to classify packets based upon MAC source address. [HGI_R117]


· Access GW is required to provide a configurable MAC source address mask, so that classification is performed only upon bit fields within the MAC source address determined by this source address mask.[HGI_R118]


· Access GW is required to be able to classify packets based upon MAC destination address. [HGI_R119]


· Access GW is required to provide a configurable MAC destination address mask, so that classification is performed only upon bit fields within the MAC destination address determined by this destination address mask. [HGI_R120]


· Access GW is required to be able to classify based upon the Ethernet Length/Type field. [HGI_R121]


Editor’s note – For HGI_R115/116/117/118/119/120 and 121, the feedback of the Access Network experts is expected. 


Editor’s Note – The above text is imported from clause 6.4.1.1 of [HGI].


6.2.2.1.2
Requirements for Classification of LAN-LAN traffic


Normally, traffic which enters the gateway on an Ethernet port and leaves from another Ethernet port is subject to the simple classification described in clause 6.2.2.1. In some cases such traffic may require deeper classification. For example, traffic destined to a particular Ethernet port may require deeper classification. The following requirements pertain to the handling of traffic received on the LAN Ethernet ports.

· Access GW is required to support the simple classification of bridged packets as described in clause 6.2.2.1.4. [HGI_R122]


· Access GW is recommended to be able to classify packets received on LAN ingress ports and destined to designated LAN Ethernet egress ports according to the multi-field classification described in clause 6.2.2.1.3. These designated LAN Ethernet egress ports is required to be configurable from the ACS. Note that multi-field classification of LAN-LAN traffic may have performance implications. [HGI_R123]


Editor’s Note – The above text is imported from clause 6.4.1.2 of [HGI].


6.2.2.1.3
Requirements for Multi-field Classification packets received on the LAN ingress ports


The following requirements pertain to the classification of packets received on the LAN ingress ports which are destined for the WAN or are bridged to the LAN after multi-field classification. There is an alternative, simpler classification set for locally bridged, LAN-LAN traffic.

· Access GW is required to classify all packets received on the LAN ingress ports. [HGI_R124]


· For packets bridged to the LAN, Access GW is required to be able to set the home network priority level for each packet by setting the DSCP bits on the basis of the classification result. [HGI_R125]


Note: at the classification stage, the means of determining whether the packet will be bridged to the LAN is beyond the scope of this specification.

· For packets sent to the WAN, Access GW is required to be able to set DSCP and L2 egress markings including VLAN QTAG including priority field, for each packet on the basis of the classification result. [HGI_R126]


Note: at the classification stage, the means of determining whether the packet will be sent to the WAN is beyond the scope of this specification.


· Access GW is required to assign each packet to the appropriate egress queue, drop the packet, deliver it to application layer logic, or deliver it to internal sink, on the basis of the classification result combined with the forwarding decision.[HGI_R127]


· Access GW is required to be able to classify packets based upon the relevant classifiers (e.g. LAN type, physical port, MAC address, Wi-Fi SSID, IP source/destination address, DSCP, the Protocol field in the IP header and TCP/UDP port number) [HGI_R128r1]


Editor’s note – The feedback from the experts is expected.


· Access GW is recommended to be able to classify packets based upon IP packet size. [HGI_R143]


· Access GW is required to be able to classify packets based upon any combination of up to 5 of the LAN ingress classification parameters [HGI_R144]


· Access GW is recommended to be able to classify packets on any combination of the LAN ingress classification parameters. [HGI_R145]


Editor’s Note – The above text is imported from clause 6.4.1.3 of [HGI].


6.2.2.1.3.1
Requirements for Classification of packets received on the LAN ingress using information determined by DHCP Options 60, 61, and 77


The classifier can use several LAN-side fields as classification keys. In addition to other means, Access GW can learn classification keys through DHCP client requests that it services. In this case, Access GW associates information conveyed to Access GW in a DHCP client request with a corresponding MAC or IP address. The following sets out requirements for support of classification using keys learned in DHCP client requests.


· Access GW is recommended to be able to interpret DHCP option 60, 61 and 77 messages received on LAN ports so that the information contained in these fields can be used as a classification parameter. [HGI_R146r1]


Editor’s note – Feedback from the experts is expected.


Editor’s Note – The above text is imported from clause 6.4.1.3.1 of [HGI].


6.2.2.1.4
Requirements for Classification of bridged packets received on the LAN ingress ports


The following requirements pertain to the classification of packets received on the LAN ingress ports which are destined for the LAN, i.e. simply bridged in Access GW. 


· Access GW is required to classify all packets received on the LAN ingress ports. [HGI_R152]


· Access GW is required to assign each packet to the appropriate egress queues on the basis of the classification result combined with the forwarding decision [HGI_R153]


· Access GW is recommended to be able to classify packets based upon MAC source or destination address. [HGI_R154r1]


· Access GW is required to be able to classify packets based upon a combination of the  classification parameters described in this clause. [HGI_R156]


Editor’s Note – The above text is imported from clause 6.4.1.4 of [HGI].


6.2.2.2
LAN-side VLAN support

· Access GW is required not to add VLAN headers to any frames which are transmitted on a LAN side port. [HGI_R157]


· Access GW is required to be able to receive VLAN tagged or priority tagged frames on any of its LAN ports. Where these frames are locally bridged to the LAN, the VLAN ID and priority tag is required to be forwarded unchanged. [HGI_R158]


· Where VLAN or priority tagged frames received on the WAN are bridged to the LAN, the VLAN ID and priority tag is recommended to either be forwarded unchanged or removed. This is required to be configurable from the remote management server. [HGI_R159]


Editor’s Note – The above text is imported from clause 6.4.2 of [HGI].


6.2.2.3
Classification Rule Sets


6.2.2.3.1
Overview


This clause describes requirements in Access GW for classification rule sets, which are sets of individual classification rules. This clause also describes requirements for sequencing among the classification rule sets.


During classification, individual classification rules are checked for a match with the corresponding fields in each packet. A rule-match occurs when all the individual classifiers within that rule match.  A rule set is an associated collection of rules. 


The internal representation of the classification rules and rule sets is not specified. 


There are four distinct classification rule sets which are present in Access GW. They are:


· WAN_Rule_Set, which embodies the classification rules for packets arriving on the WAN ingress.


· LAN_Rule_Set_1, which embodies the classification rules for LAN-WAN traffic, and LAN-LAN traffic which is multi-field classified


· LAN_Rule_Set_2, which embodies the classification rules which are used to identify  LAN-WAN service instances as part of the overload protection mechanism 


· LAN_Rule_Set_3, which embodies the classification rules for LAN-LAN traffic which is bridged through Access GW with no multifield classification.

Editor’s Note – The above text is imported from clause 6.4.3.1 of [HGI].


6.2.2.3.2
Requirements for Classification Rule Sets

· Access GW is required to support a classification rule set for WAN ingress (WAN_Rule_Set) [HGI_R160]


· The classification rules associated with WAN_Rule_Set is recommended to be able to be configured by remote download from the ACS. [HGI_R161]


· Access GW is required to support 3 classification rule sets for LAN ingress: LAN_Rule_Set_1, LAN_Rule_Set_2, and LAN_Rule_Set_3. [HGI_R162]


· The classification rules associated with LAN_Rule_Set_1 is required to be able to be configured by remote download from the ACS and is required to be able to be modified by the local Application Layer Logic (e.g. the DHCP options). Individual rules associated with LAN_Rule_Set_1 are formed according to requirements in clause 6.2.2.1.3. [HGI_R163]


· Individual rules associated with LAN_Rule_Set_2 is recommended to be created internally in Access GW. [HGI_R164]


· LAN_Rule_Set_3 contains additional rules for bridged, LAN-LAN traffic.  Individual rules associated with LAN_Rule_Set_3 are formed according to requirements in clause 6.2.2.1.4. These is required to be able to be downloaded from the ACS, and is recommended to be able to be entered locally by the user. [HGI_R165]


· For each rule in LAN tables 1 and 2 it is required to be possible to configure a pointer to an additional, per packet operation (e.g., application layer logic). [HGI_R166]


Editor’s Note – The above text is imported from clause 6.4.3.2 of [HGI].


6.2.2.3.3
Requirements for Sequencing Among Classification Rule Sets

· For routed LAN-WAN traffic, the rules in LAN_Rule_Set_2 is required to be tested (note) first (i.e. before the rules in LAN_Rule_Set_1). [HGI_R171]


· The first rule match in any RuleSet is required to terminate the classification process for that packet. Note; that if more than one rule match is possible for a given packet, the terminating match will depend on the order in which the rules are specified. [HGI_R172]


· The gateway is required to process the rules in the sequence in which they are configured. [HGI_R173]


· If there is no rule match in LAN_Rule_Set_2, then the rules in LAN_Rule_Set_1 is required to be tested. [HGI_R174]


· For WAN-LAN traffic, the rules in the WAN_Rule_Set is required to be tested. [HGI_R175]


· It is required to be possible to configure a default classification in the event of no rule match. [HGI_R176]


Note - Testing means that all the classifiers in a rule are checked for a match with the corresponding field in each packet. A rule-match occurs when all the classifiers match.

Editor’s Note – The above text is imported from clause 6.4.3.3 of [HGI].


6.2.2.4
Overload Protection Mechanism


The following requirements relate to the overload protection mechanism which is described in clause 6.2.1. This description is an example of a protection mechanism; alternative protection mechanisms may be employed.


The protection mechanism utilizes an Instance Table within Access GW. The Instance Table is used by Access GW to record instances of services which have been recognized by the classification using the LAN_Rule_Set_2. The formulation of the Instance Table is vendor-specific. 

· Access GW is recommended to support a mechanism (e.g. an ALG) which:


I. differentiates instances of a service on the basis of one or more single, configured  parameters (e.g. IP SA)


II. creates a service instance Table entry, for each newly recognised instance of the specified service, subject to a configurable limit. This allows the maximum number of service instances to be constrained if required. There needs to be a Table for each service for which this technique is used 


III. increments a packet count every time a recognised service instance packet is classified


IV. performs a real time check of each service instance packet count against a configurable upper and lower limit (i.e. < InactivePackets per SampleInterval, > ActivePackets per SampleInterval)


V. checks whether a configurable queue length threshold (QueueThreshold) has been exceeded during the same SampleInterval  time period


VI. when the upper limit is exceeded without the queue length threshold being exceeded, a new classification rule is added to the Rules Table. This rule which is a copy of the non-instance specific rule, with the appropriate instance identifier added, and the queue changed to that appropriate for an established flow.


VII. when the lower limit is not met, the instance specific rule is deleted from the Rules Table

VIII. marks the most recently established flow in some way. This would be typically used by a separate process to delete this service instance rule in the event of subsequent congestion


[HGI_R177]


Editor’s Note – The above text is imported from clause 6.4.4 of [HGI].


6.2.2.5
QoS Mappings


TBD


Editor’s note – Contribution is expected. See Annex D of the Living List.


6.2.2.6
Class Queue structure and Scheduling


6.2.2.6.1
Queuing into the WAN Egress port


The following requirements apply to Access GW’s upstream queues and scheduling those queues into the WAN.

· Access GW is required to support at least five class queues at the WAN egress interface [HGI_R186]


Editor’s note – Feedback from the experts on the minimum number of queues is expected.


· Access GW is recommended to support at least eight class queues at the WAN egress interface. [HGI_R187]


· Access GW is required to provide a configurable mapping between WAN egress queues and logical layer 2 WAN ports (i.e. ATM VC or VLAN) [HGI_R188]


· Access GW is required to support configurable shaping per WAN class queue. [HGI_R189]


· Access GW is recommended to be able to configure each queue for strict priority or Weighted Round Robin scheduling. [HGI_R190]


· Access GW is required to support at least 2 strict priority queues. [HGI_R191]


Editor’s note – Feedback from the experts is expected.


· Access GW is required to support at least 3 queues which use Weighted Round Robin scheduling. [HGI_R192]


Editor’s note – Feedback from the experts is expected.


· Access GW is required to provide a mechanism to prevent starvation of the WRR queues by the strict priority queues. The starvation prevention mechanism is vendor-specific but it is required to be able to be configured in terms of an average, absolute minimum bandwidth (in kbps) which is available to the WRR queues if they need it.  If this bandwidth is not required then it is required to be available to the strict priority queues. [HGI_R193]


Editor’s note – Feedback from the experts is expected.


· The Round Robin weights is required to be individually configurable. [HGI_R194]


· The first strict priority queue required to be given priority over all other queues i.e. served until exhaustion except when subjected to the starvation prevention mechanism for lower priority queues. [HGI_R195]


· The second strict priority queue is required to be given priority over all other queues except the first strict priority queue, except when subjected to the starvation prevention mechanism for lower priority queues. [HGI_R196]


Editor’s note for R195 and R196 – The use of these queues is for further study.


· The first strict priority queue is required to provide very low jitter for voice packets. The first strict priority queue is required to be serviced straight after every single packet is scheduled from any other queue. [HGI_R197]


· When all strict priority queues are empty, the WRR queues is required to be serviced according to their weighting priority and subject to any per queue shaping limit. [HGI_R198]


· Access GW is required to support aggregate shaping into each WAN egress logical layer 2 port, i.e. the overall rate at which all queues are serviced is dependent on this shaping value. [HGI_199]


Editor’s Note – The above text is imported from clause 6.4.7.1 of [HGI].


6.2.2.6.2
Queuing into the LAN Egress ports


The following requirements pertain to Access GW’s LAN egress class queue structures and scheduling from those queues into the port level.

· Access GW is recommended to support queuing of data from any source into the LAN egress queues (as a result of the classifier) [HGI_R200]


· Access GW is required to implement at least four class queues for each LAN egress port [HGI R201]


· Access GW is required to support at least 2 strict priority queues per LAN egress port [HGI_R202]


· Access GW is required to support at least 2 queues which use Weighted Round Robin scheduling per LAN egress port [HGI R203]


· The Round Robin weights is required to be individually configurable [HGI_R204]


· The first strict priority queue (note1) is required to be given priority over all other queues i.e. served until exhaustion.[HGI_R205]


· The second strict priority queue (note2) is required to be given priority over all other queues except the first strict priority queue, but might not be served to exhaustion [HGI_R206]


· When all strict priority queues are empty, the WRR queues (note3) is required to be serviced according to their weighting priority. [HGI_R207]


Note1 - This queue would typically be used for WAN ingress Managed Services

Note2 - This queue would typically be used for transit streaming (audio/video/voice) traffic.


Note3 - One of the WRR queues would typically be used for WAN ingress best efforts traffic, and the other for transit best efforts traffic.

Editor’s note for R200, R201, R202, R203, R205 and R206 – Comment from the experts is expected.


Editor’s Note – The above text is imported from clause 6.4.7.2 of [HGI].


6.2.2.7
Bridging devices within IP-HN-S and IP-HN-P

The following requirements pertain to the use of priority markings for non-integrated wireless or powerline access devices that are connected via Ethernet.


Editor’s Note – The above text is imported from clause 6.4.9 of [HGI].


· The wireless or power line device within IP-HN-P or IP-HN-S is recommended to set its native layer 2 markings for packets it receives from wired or wireless Ethernet by translating the received DSCP value to the native layer 2 markings.[HGI_R211]


· For packets it sends to the Ethernet, the wireless or power line device within IP-HN-P or IP-HN-S is recommended to translate its native layer 2 marking to DSCP using the correspondence between DSCP and native layer 2 markings. [HGI_R212]


Editor’s Note – The above text is imported from clause 6.4.9.1 of [HGI].


The following requirements pertain to the interpretation of priority markings for bridging devices within IP-HN-S and IP-HN-P that are typically bridges and switches.

· Bridging device within IP-HN-S and IP-HN-P is recommended to determine the QoS treatment accorded to packets by internally translating the received DSCP value to User Priority. 


Editor’s Note – The above text is imported from clause 6.4.9.2 of [HGI].


6.3
Security


6.3.1 Network Security



Network Security maintained in HN, and additional Security as required by subscriber to be assumed within HN.  Additional contribution required.

The security for Home Network includes the following at least:


· The management system and Access Gateway both need to be authenticated; 


· Access Gateway authentication must be non service specific;

· Support a specified list of ALGs, and the list can be upgraded;

· Provide a Firewall which is remotely configurable; 

· Provide a unique  hardware ID which can be remotely read;

· Support different classes of user with regard to management access rights;

· Pairing is required for non physically attached devices.

6.4
Interoperability between IPTV core/access network and home network

6.4.1
Protocol


Interpretation/Translation should be supported if the protocols are different between outside and inside of HN.


TCP IP protocol is preferred for IPTV core/access network and HN


6.4.2
Interface


6.4.3
Service Discovery/Selection


6.4.4
Services

Contributions needed about this topic.


6.5
Interoperability among home network devices


6.5.1
IEC62481 (DLNA) based


IPTV-TD should support [IEC62481-1] and [IEC62481-2] for interconnection with HN-TD such as display device. The Home Network area associated with IEC62481 is IP-HN-S (see Note2).


In this model, IPTV-TD and HN-TD should work as DMS and DMP, respectively (see Note1 below).  It is also noted that there might be a possibility IPTV-TD to act as a DMP up to the implementation.

Note1 – Some types of HN-TD such as external PVR may act as DMS.
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Figure 6-6: Usage of IEC62481 in the IPTV context


HN-TD connected to IPTV-TD should be allowed to control IPTV-TD remotely.  The control capability includes changing channel of broadcast TV, requesting content provided by VoD, presenting EPG/ECG and managing internal PVR residing in IPTV-TD (Note3, 4, 5).


Note 2 - The applicability of IEC62481 to IP-HN-P and beyond access GW is for further study. It should be noted that there might be a controversial case where content is distributed beyond access network.


Note 3 – There may be other service cases that are enabled by IEC62481 or technologies based on it. Further study is needed.


Note 4 – There is a possibility that IEC62481 cannot provide a complete set of functions required for these services.  Further analysis on this technology is needed, and, if identified, the gap should be filled by the appropriate group/organization.


Note 5 – There are some system usage cases defined in IEC62481 such as 2-Box Pull System Usage, 2-Box Push System Usage and so on.  The applicable usage cases should be identified in the IPTV context.


6.5.2
ISO/IEC 29341 (UPnP) based


Editor’s Note: Should HN IPTV TD and HN TD comply with UPnP and other protocols?

Editor’s Note: TSB is required to clarify the status of UPnP.

Note: Refer to Appendix II.


6.5.3
non-UPnP/DLNA based


Editor’s Note: further study needed for non UPnP.

6.6
Access Gateway


6.6.1
Access Gateway Functional Overview


Editor’s Note – The clause 5.3 of HGI should be considered. Some discussion points are provided in Living List.


6.6.1.1
Basic Assumptions


Access GW is an always on, always connected device, which acts as the central point for distributing both LAN-initiated and WAN-initiated services. There is only one Access GW per household which is connected to a single AN.


Access GW is able to monitor and perform actions on data flows within the Home Network (HN), as well as on bi-directional communication flows between the Home Network and the (broadband) Access Network. Given the variety of Access Network technologies, Access GW Architecture has to be flexible in terms of providing the support for different WAN side interfaces types, although there will only be one WAN connection at a time.


The Home Network can support a number of home network technologies, but only one Home Gateway manages the whole network.


Access GW is not a service end point. Services terminate on specific or general purpose devices connected to the Home Gateway through the Home Network. However, service-specific parameters and functionalities are needed in Access GW, to improve efficiency and enable important features related to provisioning and OAM, remote management of Access GW, device management, QoS control and security. In addition, Access GW may include built–in features, in order to offer local services on the home network or to support terminals not having the necessary processing and software capabilities to deliver the service  (i.e. legacy phones used for a VoIP service)


The gateway can be regarded as an expandable system, both from the software and hardware points of view. However, at least for Release 1,  any additional  hardware modules will be external, and will be connected to Access GW via one of the integrated LAN interfaces.

Editor’s Note – The above text is imported from clause 5.3.1 of [HGI].


6.6.1.2
Access Gateway Functionalities

Access GW architecture is defined as a set of functionalities each of which is a task or a set of tasks to be performed through a software program and/or a hardware device/interface/component. The actual detailed requirements are given in clauses 6.6.2, 6.6.3, 6.6.4 and 6.6.5. 


The blocks cover a number of functions related to the data plane, the control plane and the management plane. The “Packet Processing” block only acts on the header of IP packets, not the payload. This process is done on the basis of rules and policies contained in the “Quality of Service” and “Security” blocks and is supported by the “Control functions” block for any issue related to addressing and device discovery, as well as management or specific protocols such as SIP and IGMP.


The information flows are defined as follows:


· Data flows provide information to the end-user 


· Control flows perform the communication session control and connection control functions, dealing with the signalling necessary to set up, supervise and release sessions and connections.


· Management flows are related to actions setting up parameters of a more permanent nature than just a communication session and can be related to Access GW as a whole and to resources and parameters related to the protocols handled by Access GW itself. OAM information flows are included here.


The functionality of the blocks is as follows:



WAN interface: This block describes the physical interface towards the access network and the functionalities related to the WAN interface at layers 1 and 2. Different types of WAN interface are possible, but only one interface is supported at a time.



Wired/Wireless LAN interfaces: This block describes the physical interfaces towards the home network and the related functionalities at layer 1 and 2. A number of different interfaces I1…In, are included. A distinction should be made between the interfaces corresponding to a  different LAN technologies (Ethernet, Wi-Fi, USB, …) and service specific interfaces (DECT, FXS port for VoIP, etc.). The LAN technologies are handled at the lower layers, while any service specific functions are described in the service support block. Wi-Fi security (WEP/WPA keys and ACL management) is included here.



Packet processing: This block describes the interconnection functions at layer 2 and/or layer 3 for LAN-WAN, WAN-LAN and LAN-LAN traffic. This means relaying, forwarding, bridging, and also NA(P)T functions if appropriate. The internal connection functions also include the routing of IP-traffic which is meant for, or coming from, Access GW itself (local HG traffic). The block also includes the classification and queuing functions related to QoS management and the filtering and encryption functions related to security, as well as specific service-related functions. These tasks are performed only on the basis of information contained on the Ethernet or IP header; this block does not perform any functions involving an analysis of the packet payload



Control functions: This block consists of the control communication stacks and the control handling. It covers all the functionality needed to control connection addressing and user authentication (via DHCP and/or PPP and signalling protocols) and device discovery inside the home (using DHCP itself or the UPnP protocol).  For credentials, it has a relationship with the security block.



Security: All functionalities defining policies related to security are contained in this block. It covers protection for the user from unauthorized attacks and intrusions and for the operators from malicious use of the broadband link. Thus, fire-walling rules, authentication handling functions, key management for encryption are all defined here. 



QoS: This block implements the policies for QoS management in the Home Gateway and the home network, as well as any mapping between the LAN side and WAN side. It contains the rules to perform classification and queuing, and priority field mappings.



Service support: This block contains a very limited set of application layer related functions, which allows the support of some terminals which lack the necessary capabilities to provide a service. For HGI release 1, this support is limited to voice/communication services; also, in this block some specific features to ensure the support of specific applications and to manage  remote access to the home network are considered.



Management: This block consists of the management communication stacks and the management handling. It contains all the functionality needed to manage Access GW itself (configuration, firmware upgrade, QoS and security management etc), Access GW services (provisioning, troubleshooting) and also devices (device configuration) and services (service configuration) reachable through Access GW. The Web interface is also covered by this block, since it is considered as a basic management tool.



Maintenance: This block contains the processes related to performance control and  general diagnostics.


Basic system features: This part contains the powering and the processing performance blocks. These two blocks describe the basic hardware HG resources to be shared between the various functional blocks with specific reference to available power (and related issues such as dissipation, reliability etc.) and general capability of the main processor(s) to process traffic flows (both from a data and a control plane point of view) with a defined level of performance. Note that processing performance is not covered by this document.

Editor’s Note – The above text is imported from clause 5.3.2 of [HGI].


6.6.2
WAN Side Interfaces


A number of possible interface types are identified below along with some specific requirements. The actual interface to be implemented is dependent on the specific operator’s choice. 


General statements:

· Access GW WAN interface is required to be easily identifiable and separated from the LAN interface(s) [HGI_R1]


· Access GW is recommended to support at least one WAN interface. (Note) [HGI_R2]


· If a DSL WAN is connected, the PSTN (FXO) port is recommended ‘break-over’ to the WAN port in the event of power failure. [HGI_R4]


Note – The relevant WAN interface specifications and requirements is provided in clause 6.6.2.1, 6.6.2.2, 6.6.2.3 and 6.6.2.4.


Editor’s Note – The above text is imported from clause 6.1 of [HGI].


Editor’s note – Further study is needed on the relevant specifications for other Access NW (e.g. optical access network).


6.6.2.1
Type 1: ATM over DSL Interface

· Access GW, if NT with ATM over DSL interface is incorporated, is required to support ADSL2+ access network technology [ITU-T G.992.5] [HGI_R5]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to support backward compatibility with ADSL [ITU-T G.992.1] and ADSL2 with Annex L (ITU-T G.992.3) [HGI_R6]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to support the handshake procedure for digital subscriber line transceivers [ITU-T G 994.1] [HGI_R7]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to support regional PSD-masks relevant to each market (Annex A, B or C) [ITU-T G.992.1, G.992.3  and G.992.5] [HGI_R8]


· Access GW, if NT with ATM over DSL interface is incorporated, is recommended to support PSD-Mask (Annex M) [ITU-T G.992.3]  and [ITU-T G.992.5] [HGI_R9]


· Access GW, if NT with ATM over DSL interface is incorporated, can optionally support PSD-Mask (Annex I, J)  [ITU-T G.992.3]and [ITU-T G.992.5] [HGI_R10]


· Upgradeability from ADSL2+ to VDSL2 ITU-T G.993.2  (profile 8a,b,c,d) is recommended to be provided by Access GW. [HGI_R11]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to support ATM over ADSL2+, ADSL2 and ADSL [ITU-T I.361/365] and [RFC2684] with PVC management [HGI_R12]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to be preconfigured either with a “search list” of possible VPI/VCI values (at least 0/35, 0/38, 8/35, 0/43, 0/51, 0/59, 8/43, 8/51, 8/59, 1/32, /32, 8/48) or Access GW is required to be preconfigured with a set of VPI/VCI default values specified by the operator [HGI_R13]


· Access GW, if NT with ATM over DSL interface is incorporated, is recommended to support ILMI (Integrated Local Management Interface protocol) to configure ATM and encapsulation parameters, following the guidelines in DSL Forum [DSLF TR-062] and ILMI ATM Forum 4.0 specification. [HGI_R14]


· If both Access GW and the network support ILMI, then ILMI is required to override the ATM and encapsulation parameters. [HGI_R15]


· Access GW, if NT with ATM over DSL interface is incorporated, can optionally support auto-discovery of other VPI/VCI sets (Note: auto-discovery should only be used when all other ATM mechanisms have failed). [HGI_R16]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to be capable of supporting at least 8 PVCs in order to manage multiple service provisioning to LAN attached End Devices. [HGI_R17]


· Dual bearer/Dual Latency (interleaved and fast channels) is recommended to be supported. [HGI_R18]


· If Dual Bearer/Dual latency is supported, the related parameters such as min rate, max rate and bandwidth ratio between interleaved and fast is required to be configurable per PVC. [HGI_R19]


· The following ATM traffic classes is required to be supported: CBR, VBR-rt, VBR-nrt, UBR. [HGI_R20]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to be able to reply to OAM F5 cells conforming to ITU-T I.610. [HGI_R21]


· Access GW, if NT with ATM over DSL interface is incorporated, is required to reply to F5 VC-AIS cells with VC-RDI. [HGI_R22]


Editor’s Note – The above text is imported from clause 6.1.1 of [HGI].


6.6.2.2
Type 2: Ethernet over DSL Interface

· Access GW, if NT with Ethernet over DSL interface is incorporated, is required to support VDSL2 ITU-T G.993.2  (profile 8a, 8b, 8c and 8d) access technology for Central Office deployments with co-existence with ADSL2+. [HGI_R23]


· Access GW, if NT with Ethernet over DSL interface is incorporated, is required to support VDSL2 ITU-T G.993.2   (profile 12a, 12b, 17a and 30a) access technology for MDU deployments with short loop lengths and no co-existence with ADSL2+. [HGI_R24] 


· Access GW, if NT with Ethernet over DSL interface is incorporated, is required to support backward compatibility with ADSL, ADSL2 and ADSL2+. [HGI_R25]


· Access GW, if NT with Ethernet over DSL interface is incorporated, is required to support the relevant regional PSD-Mask as per Annexes A, B, C of [ITU-T G.993.2]   [HGI_R26]


· Access GW, if NT with Ethernet over DSL interface is incorporated, is required to support PTM-TC (Packet Transfer Mode – Transmission Convergence) for Ethernet packets [IEEE EFM 802.3ah standard]. [HGI_R27]


· Access GW, if NT with Ethernet over DSL interface is incorporated, is recommended to support Dual Bearer for PTM-TC. [HGI_R28]


· Access GW, if NT with Ethernet over DSL interface is incorporated, is recommended to support Dual Latency for PTM-TC. [HGI_R29]


· Access GW, if NT with Ethernet over DSL interface is incorporated, is required to support Pre-emption for PTM-TC. [HGI_R30]


· Access GW, if NT with Ethernet over DSL interface is incorporated, is required to support the related Ethernet protocols at layer 2, with VLAN management (support for untagged frames and 802.1Q  tagged frames containing priority-tagged information (IEEE 802.1p  and VLAN-ID information) on the WAN side. [HGI_R31]


Editor’s Note – The above text is imported from clause 6.1.2 of [HGI].


6.6.2.3
Type 3: Ethernet WAN Interface

· Access GW, if Ethernet WAN interface equipped, is required to support Ethernet 100Base-TX  technology for twisted pair (Cat-5 or Cat-6). [HGI_R32]


· Access GW, if Ethernet WAN interface equipped, is required to support the related Ethernet protocols at layer 2, with VLAN management (support for untagged frames and 802.1Q  tagged frames containing priority-tagged information [IEEE 802.1p] and VLAN-ID information) on the WAN side. [HGI_R33]


Editor’s Note – The above text is imported from clause 6.1.3 of [HGI].


6.6.2.4
WAN Interface Combinations

· Access GW can optionally be equipped with a combination of Type 1 & Type 3 or Type 2 & Type 3 interfaces. [HGI_R34]


· In the above case the Type 3 interface is required to be separate from the Type 1 or Type 2 interface and presented on a dedicated physical connector. [HGI_R35]


· Only one of these interfaces is required to be active at any time [HGI_R36]


Editor’s Note – The above text is imported from clause 6.1.4 of [HGI].


6.6.3
LAN Side Interfaces


The requirements in this clause are related to the physical interfaces and MAC layers of the Home Network technologies supported in the Gateway.  These include both wired and wireless standards for device connectivity. Any higher layer protocols are not covered in this clause,.

· Access GW is required to contain an Ethernet (IEEE 802.3 and ISO-IEC 8802-1) switch with sufficient bandwidth for IPTV services on the LAN side, with at least 2 ports. These ports is required to support auto sense between full or half duplex and auto sense between 10 and 100 Mbps and auto sense between MDI and MDI-X. [HGI_R39]


· Access GW is required to support a MAC frame format which complies with [IEEE 802.3]  (length/type formats) and [IEEE 802.1q]  (VLAN). [HGI_R41]


· Access GW can optionally include an internal DECT interface.[HGI_R46]


· If Access GW is equipped with Wi-Fi and Bluetooth, then it is required to include a hardware synchronization mechanism, to avoid mutual interference. [HGI_R47]


Editor’s Note – The above text is imported from clause 6.2 of [HGI].


6.6.3.1
Wireless LAN Interface requirements

If wireless LAN Interface is used, the following requirements are applied.


· Access GW is required to include an IEEE 802.11b/g access point. [HGI_R49]


· Access GW can optionally include an IEEE 802.11a interface. [HGI_R50]


· Access GW is required to comply with the regional/national regulations. [R1]


· Access GW is required to be configurable either to broadcast or hide every single SSID it supports. [R58]


· By default, Access GW is recommended to hide SSIDs. [HGI_R59]


· Access GW is required to implement an automatic radio channel selection mechanism to choose the channel with least interference on power up or following a manual request. [HGI_R60]


· Periodic channel selection can optionally be performed provided that service is not affected. [HGI_R61]


· Automatic radio channel selection is required to be able to be enabled/disabled from the local configuration interface as well as from the ACS. [HGI_62]


Editor’s Note – The above text is imported from clause 6.2.1 of [HGI].


6.6.4
Packet processing


6.6.4.1
Support of routed model and extensions WAN side

· Access GW is required to support at least one IPI-4 interface as logical interface. [HGI_R64]


· Access GW, if IPv4 is used, is required to acquire from its WAN side using DHCP or PPP IPCP all the information needed to support the routed mode of operation (i.e. DNS primary & secondary address, IP address, subnet mask, gateway address). [HGI_R65]


· Access GW is required to support static provisioning of the above information, via local configuration.[HGI_R66]


· Access GW is required to support a method to make its WAN-side IP address known to the ACS, for remote access and configuration purposes. [HGI_R67]


Editor’s Note – The above text is imported from clause 6.3.1 of [HGI].


6.6.4.2
Support of routed model and extensions LAN side

6.6.4.2.1
NAT


If NAT is supported in the Access Gateway, the following requirements are applied.


· Access GW is required to support NAT/NAPT as described in [IETF RFC 2663], IETF RFC 3022], [IETF RFC 3027] and  [IETF RFC 3489]. [HGI_R71]


· Access GW is required to support either “full cone” or “restricted cone” or “port restricted cone” NAT implementation as described in [IETF RFC 3489]. [HGI_R72]


· Access GW is required to support configurable port forwarding for access to devices on the HN. [HGI_R73]


· Access GW NAT tables is required to be filled either by the remote management system or by the user [HGI_R74]


· Rules defined by the Remote Management System is required to have a higher priority than rules defined by the user. [HGI_R75]


Editor’s Note – The above text is imported from clause 6.3.2.1 of [HGI].


6.6.4.2.2
IP Addressing schemes

· Access GW is required to support partial L2 bridging from its LAN to its WAN interface for PPPoE recognizing the related broadcast messages and creating appropriate bridging for correct MAC addresses.[HGI_R76]


· Access GW is required to allocate a private IP address to its LAN side interface.[HGI_R77]


· Access GW LAN side IP address is required to be on the same subnet as the devices on the Home Network. [HGI_R78]


· Access GW LAN side IP address is required to be used as the Default Gateway in DHCP replies. [HGI_R79]


Note- As all LAN interfaces are bridged, only one IP address is needed, which is used by all interfaces.


· Access GW is required to allow LAN bridging between different interfaces, enabling intra-LAN connectivity. [HGI_R80]


Editor’s Note – The above text is imported from clause 6.3.2.2 of [HGI].


6.6.4.2.3
LAN-side DHCP requirements

· A LAN side DHCP server, if IPv4 is used in Home Network, is recommended to be available on Access GW. [HGI_R81]


· Access GW, if IPv4 is used in Home Network, is recommended to support a means to remotely configure its own DHCP server. [HGI_R82]


· The DHCP server is required to support fixed IP address allocation to specific device name or MAC addresses to be used in combination with port forwarding/DMZ host. [HGI_R85]


· The DHCP server can optionally provide the same IP address to each device. [HGI_R86]


· Where the DHCP server assigns private IP addresses to requesting devices on the home network, they are required to be on the same subnet [IETF RFC 1918]. [HGI_R87]


· Access GW is required to support use of public IP addresses (that are within the proper subnet mask defined for the gateway WAN IP connection) on the LAN and properly route the device traffic. [HGI_R88] (Note)


Note: it is assumed that devices with public IP addresses will be manually configured.

Editor’s Note – The above text is imported from clause 6.3.2.3 of [HGI].


6.6.4.3
Support of Hybrid Model and Extensions

· If Access GW has an ATM WAN interface, it is required to support [IETF RFC 2684] for multi protocol Ethernet bridged encapsulation over AAL5. [HGI_R89]


· Access GW is required to support configuring and enabling multiple instances of bridging between WAN side logical interfaces (PVC, VLAN …) and LAN side physical (Ethernet Port, SSID …) interfaces. [HGI_R90]


· Access GW is required to support configuring and enabling one or more WAN logical interfaces and one or more physical LAN interfaces, to be routed (as described in clauses 6.6.4.1 and 6.6.4.2). [HGI_R91]


· Access GW is required to run both bridging and routing simultaneously. [HGI_R92]


· Access GW is required to be able to forward traffic over the right connection (in the case of multiple PVCs, multiple PPPoE sessions, multiple VLANs etc), on the basis of a number of parameters to be used as classifiers, and defined in [DSLF TR-068]. [HGI_R93]


Editor’s Note – The above text is imported from clause 6.3.3 of [HGI].


6.6.4.4
Session Initiation and Support

· Access GW can optionally support a "connect on demand" option for connections. In this mode the connection to the DSL network is initiated when outbound traffic is encountered from the local LAN, and terminated after a timeout period in which no traffic has occurred. [HGI_R94]


· The device can optionally support a "manual connect" option for connections. In this mode the connection to the DSL network is initiated manually through the GUI or an XML request and, by default, terminates only when explicitly requested to do so by the user, or due to a power loss or when the connection is lost. [HGI_R95]


· Access GW is required to support an "always on" mode for connections. In this mode the device is required not to time out DSL sessions (ATM, IP and PPP) and is required to automatically re-establish any sessions after disconnection, lease expiration or loss and restoration of power. This feature can be enabled/disabled through the GUI or following an ACS request. [HGI_R96]


· The connection timeout interval is required to be configurable. [HGI_R97]


· A manual disconnection method (i.e. without waiting for a connection timeout) is required to be provided. [HGI_R98]


Editor’s Note – The above text is imported from clause 6.3.4 of [HGI].


6.6.5
Service Support


· A dynamic DNS client is recommended to be provided on Access GW, to associate Access GW IP address to a user chosen domain in the DNS system. [HGI_R348]


· As an alternative to the above requirement, the dynamic DNS client can optionally be implemented in the ACS. [HGI_R349]


· Access GW is required to have a unique hardware ID for authentication and remote management purposes, composed of an organizationally unique identifier (OUI) + serial number. [HGI_R350]


· Access GW is required to support a time server client to obtain the time and date.[HGI_R351]


· A NTP [IETF RFC 1305] or SNTP [IETF RFC 2030] client is required to be implemented to allow synchronization with the provider’s NTP server. [HGI_R352]


· Access GW is required to advertise all the information related to the network NTP or SNTP server towards the home devices. [HGI_R353]


· Information related to the network NTP or SNTP server towards the home devices is required to be retrieved using DHCP option 42 (or 4 in case of SNTP). [HGI_R354]


· Access GW is required not to implement any explicit function to reset time and date. [HGI_R355]


Editor’s Note – The above text is imported from clause 6.6 of [HGI].


6.6.5.1
ALGs


· Access GW is recommended to support an Application Layer Gateway to support the interoperability with NAT mechanisms for the protocols listed in [IETF RFC 3027]:

· FTP

· RSVP

· DNS

· SIP

· SNMP



[HGI_R356]

· Access GW is recommended to provide an additional set of ALGs to support the following protocols:


· ICMP 


· HTTP


· HTTPs


· RTSP

[HGI_R357]

· ALGs is required to be able to be switched off in case of conflicts with external devices using STUN for NAT traversal. [HGI_R358]


Editor’s Note – The above text is imported from clause 6.6.1 of [HGI].


6.6.5.2
Multimedia Services Support

· Access GW is required to support IGMP v1/v2 according to [IETF RFC2236]. [HGI_R384]


· Access GW is recommended to support v3 Querier function according to [IETF RFC3376]. [HGI_R385]


· If a multicast stream data flow coming from the WAN is NOT terminated in Access GW, Access GW is required to keep  a record of which devices are subscribed to which multicast group. This can be done via IGMP snooping or RTSP ALG techniques. [HGI_R386]


· If a multicast stream data flow coming from the WAN is NOT terminated in Access GW, Access GW is required to forward inbound multicast packets only to those physical interfaces which are connected to devices that have joined the specific multicast group. [HGI_R387]


· If a multicast stream data flow coming from the WAN is terminated in Access GW, Access GW is required to implement a proxy mechanism, which subscribes to appropriate the multicast groups on the AN on behalf of devices on the HN, and realizes a mapping between the AN multicast stream format to the HN defined stream format. [HGI_R388]


· Where this is a multicast stream in the home network, Access GW is required to perform a link layer multicast to unicast translation. [HGI_R389]


Editor’s Note – The above text is imported from clause 6.6.3 of [HGI].


6.6.6
IGMP Functionality


6.6.6.1 
IGMP Proxy

A CPE should support IGMP proxy for IGMPv2 and IGMPv3 If more than one upstream interface is available (e.g. different VLANs) the following rules apply:


“Simple Mode”, only one Upstream Interface for IGMP/Multicast”: If only one upstream interface needs to support Multicast/IGMP it should be possible to select the proxy interface by static configuration or a dynamic mechanism like a Multicast default route using the DHCP option 121 (Classless Static Route Option).


“Extended Mode”, different Upstream Interfaces for IGMP/Multicast: More than one upstream interface needs to support Multicast/IGMP (e.g. different service VLANs). In this scenario the Multicast groups/Multicast channels need to be configured on the corresponding interfaces; e.g. 239/8 on interface #1 and 232/8 on interface #2. The proxy needs to separate the address spaces, e.g. an IGMP report on interface #1 must not include information about multicast groups/channels on interface #2. The device must support a mechanism to configure (assign) the multicast groups/channels to the corresponding upstream interfaces. This can be done by using static configuration (pre configured device, using a GUI, etc.) or a dynamic mechanism.


“Forking Mode”: In this mode IGMP reports are sent to more than one upstream interface. Queries will be answered on all upstream interfaces which are configured for “Forking Mode”; reports include information about all Multicast groups/channels the CPE is subscribed to. It is within the responsibility of the receivers of the membership reports to take action on the received reports. In a standard scenario only one of the receivers will forward multicast traffic to avoid duplicate traffic. Other network components can act on the membership reports (e.g. change filters or QoS settings) without forwarding the traffic (see Figure 1).
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Figure 1: IGMP Proxy in Forking Mode


6.6.6.2 Source Specific Multicast


The proxy must support Source Specific Multicast in the standard SSM address range 232/8. SSM should be supported in other address ranges as well. All IGMPv3 filter modes should be supported.


6.6.6.3 Filter


L3 Filters for IGMP should be supported. It should be possible to exclude certain multicast addresses or address ranges from the proxy functionality (e.g. UPnP). Such membership reports are not forwarded to the upstream interface(s) and not reported as answer on an IGMP query from the network. This avoids unnecessary states for Multicast groups which have only local relevance. A mechanism should be provided to configure the filters (e.g. analogue to port forwarding rules or firewall rules).


7
Remote management


7.1
Management Architecture


Remote management is an aspect of the specification of Access GW. The main remote management functionalities are divided into a list of general management requirements. These requirements helped to determine the best mechanisms to implement them. One solution is using the approach based on the work of DSL Forum remote management procedures that are described in [DSLF TR-069]. Various amendments, additions and the selection of some options from the DSL Forum specification are detailed in this document. 


The DSL Forum Technical Reports that are referenced in this document regarding management features are the following:


The Remote Management System (RMS) or Auto Configuration Server (ACS) (in HGI Release 1 the RMS and ACS definitions coincide, but in future releases the ACS, intended as a TR-069 capable RMS, might become a part of the overall management system; in this document the two terms might be used interchangeably) has a TR-069 interface and data model to control and configure remotely Access GW and TR-069 enabled devices located in the home network (HN).


The DSL Forum has defined several device management protocol standards.  


· TR-069: defines the CPE Remote Management Protocol (CWMP); also defines v1.0 of the Internet Gateway Device data model but HGI specifications are based on v1.1 of this data model, which is defined in [DSLF TR-098].


· TR-111 part 1: allows an ACS managing a device to identify the associated HG through which that device is connected.


· TR-111 part 2: allows an ACS to initiate a TR-069 session with an ED that is operating behind a NAT gateway.


The following data model standards are also defined by the DSL Forum:

· TR-106: defines baseline data model requirements for all TR-069 HGs and EDs.


· TR-098: defines v1.1 of the Internet Gateway Device HG data model.


· TR-104: defines v1.0 of the VoIP ED data model.


Access GW is under the control of a single RMS. When an end-device is being managed this is done using the mechanism described in [DSLF TR111] part 2 which means that Access GW is transparent to this process.


The high level management architecture and the entities involved are shown in Figure 7-1.
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Figure 7-1: Management entities interactions

The term Remote Management System (RMS) as used in this document is equivalent to  the DSL Forum definition of the Auto Configuration Server (ACS). In the future, HGI RMS might include additional management functionalities. The definition of an Auto Configuration Server (ACS) is a system that has a CPE WAN Management Protocol (CWMP) interface to control and remotely configure Access GW and TR-069 enabled devices located in the home network (HN). When an end-device is being managed by the RMS this is done using the mechanism described in [DSLF TR-111] part 2  which means that Access GW is transparent to this process.


The RMS has a northbound interface to the OSS/BSS systems although this is not the main focus of this document. With this interface, the OSS/BSS systems of the operator will be able to establish the policies that the RMS will implement (by applying the required configurations to Access GW). Behind the OSS/BSS systems, some service providers may supply configuration requests that may impact Access GW (depending on the model of Access GW and on the deployed services). These interactions are depicted for completeness of the model and for explanatory purposes but will be defined by each operator and therefore are outside the scope of this document.


Access GW and the end devices will also be able to interact autonomously to some degree, performing operations such as device discovery.


Finally, the user may be allowed to have an interface to tune the configuration of Access GW to a small degree. Such an interface may have one part based in Access GW itself and the other one located in the Operator’s portal OSS/BSS. 


The management architecture of the Home Gateway is shown in Figure 7-2 from a functional perspective. The main components and external interfaces are illustrated. The figure also includes the Remote Management System (RMS) and the managed and unmanaged end devices (ED) in the home network. This is done as both the ACS (a TR-069 capable RMS) and the EDs are part of the end-to-end management behaviour.


Access GW management architecture can be broken down into these main functions:


· Device Management


· QoS Management 


· Security Management


· Configuration Management


· Firmware Upgrade Management


· Performance Monitoring 


· Diagnostics and Troubleshooting (alarms/notifications and log management)


Two other components are identified:


· CWMP Client


· Local Management Application


For both remote and local Access GW management there is a common Management Abstraction Layer and a Data Model Management module to allow uniform DB access.


ED are either managed devices i.e. devices with a CWMP client communicating directly (bridged) or indirectly (routed) with the ACS, or unmanaged devices. 


The main Access GW management interfaces are:


· IHG-LM  for local management, is an HTML interface


· IHG-ACS for remote management, is a CWMP interface


The ED interfaces are:


· IED-ACS for remote management of bridged ED, is a CWMP interface


· IED-HG is a communication ED/HG interface; it can be a DHCP or UPnP interface
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Figure 7-2:  Management Architecture

Editor’s Note – The above text is imported from clause 5.4 of [HGI].


7.1.1
Device Management

End-device management mechanisms can be divided into two main categories:


· Device Discovery. This task is performed by Access GW and will discover end devices (ED) in the home network through DHCP, UPnP and TR-069. This data will be accessible to the RMS.


· Device configuration. The supported mode of operation is the direct configuration of the ED by the RMS. Therefore, Access GW supports the pass-through mode [DSLF TR-111] part 2) and the managed ED need to support the TR-069  CWMP protocol.


Access GW should also enable some remote management of simple end devices that do not support TR-069, but rather UPnP or even only DHCP. Release 1 only deals with the discovery of such non-TR-069 managed devices. The service provider can use this information to optimize the remote management of the (TR-069) managed devices and to optimize customer service. It is assumed that the RMS only communicates with the HN using TR-069, and therefore three remote management models can be distinguished. The models are depicted in Figure 7-3, Figure 7-4 and Figure 7-5. They are:


· • the remote management model for TR-069-enabled end devices with the home gateway operating in bridged mode


· • the remote management model for TR-069-enabled end devices with the home gateway operating in routed mode


· • the remote management model for UPnP- and DHCP-enabled end devices with the home gateway operating in proxy (routed) mode


This document supports all three models.
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Figure 7-3:  Remote management model for TR-069-enabled end devices with the Home Gateway operating in bridged mode
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Figure 7-4 Remote management model for TR-069-enabled end devices with the Home Gateway operating in routed mode
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Figure 7-5: Remote management model for UPnP and DHCP-enabled end devices with the Home Gateway operating in proxy mode. Release 1 only deals with discovery of the end devices

A distinction is made between managed and unmanaged end devices. 


· A managed device is a device that has a remote management client that communicates directly or indirectly (via Access GW) with a remote management server. 


· An unmanaged device is a device that does not have a remote management client, or that does not communicate directly or indirectly (via Access GW) with a remote management server. 


In the requirements clause the terms “manageable device” and “unmanageable device” are also used. Their definitions are slightly different from the ones above: 


· A manageable device has a remote management client, and may or may not communicate with the (service provider’s) remote management server. 


· An unmanageable device is any device without a remote management client. Typically, these are user-configured or pre-configured IP devices, including proxies to non-IP devices.


This is summarized in Table 7-1:


Table 7-1: Schematic representation of the definitions of (un)managed and (un)manageable devices


		End device

		Has an RM client

		Communicates


with an RMS



		Managed

		X

		X



		Unmanaged

		?

		-



		Manageable

		X

		?



		Unmanageable

		-

		-





This document requires Access GW to discover and identify uniquely the managed devices, and it should discover and identify uniquely the manageable but unmanaged devices connected to the home network. From Table 7-1 it follows that all end devices with a remote management client should be discovered (or “must” be in the case where they are managed).  It is useful to distinguish these devices by way of the remote management client(s) they support. Six types can then be distinguished. These are given in Table 7-2 and are referred to in the requirements clause. The columns represent the various device types, and the rows show which remote management client stack is supported by the each device types. 


Table 7-2: Types of managed and (manageable) unmanaged devices 


		Client\Type

		Z

		D

		U

		CD

		CU

		C



		CWMP

		

		

		

		X

		X

		X



		UPnP

		

		

		X

		

		X

		



		DHCP

		

		X

		X

		X

		X

		





Table 7-2 can be read as follows:


· Type D is managed by DHCP only. 


· Type U is a common UPnP device (which includes DHCP by default). 


· Type CD is a typical device remotely managed by TR-069, including a DHCP client stack. 


· Type CU is a UPnP device that can be remotely managed using TR-069. 


· Type C is a device remotely managed by TR-069, but without DHCP client stack. 


· User-configured or pre-configured unmanaged IP devices, including proxies to non-IP devices, are classified as Type Z.


Editor’s note - The relevant category for IPTV-TD should be specified.


Devices of types C, CD and CU can be TR-111 (part 1 and/or part 2) compliant or not.


For release 1, it is considered that managed end devices to be either type C, CD or CU. That qualifies types D and U as manageable but unmanaged devices, and type Z as unmanageable. For release 2, managed devices of types D and U will also be considered. 


Access GW discovers the ID from connected end devices by retrieving and combining information from its ARP  cache, DHCP repository, and UPnP Control Point cache. The ARP cache, DHCP repository and UPnP CP cache get their information from the various devices connected to Access GW. To avoid conflicts (arising because a device can be discovered by the ARP cache as well as the DHCP repository or the UPnP CP cache), a priority scheme is needed. HGI gives priority to the information retrieved from the DHCP repository. 


A UPnP device (type U or CU) can be an embedded device in a root device, as described by the UPnP Device Architecture. It is therefore a logical entity, rather then a physical device, A root device is usually the physical entity. Not only root devices, but also embedded devices need to be discovered to obtain a good overview of the home network. Every UPnP device (root or embedded) can be distinguished on UUID. This is therefore used by HGI as the primary ID indicator. 


The discovered ID information is used by Access GW to fill a Managed Devices Data Base that can be read by the remote management server. In Figure 7-6  the Managed Devices DB is given as a logically separate unit. However, it should be included in Access GW data model as defined by the DSL Forum, in order to be readable by the ACS with CWMP.
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Figure 7-6:  Device management and discovery

Editor’s Note – The above text is imported from clause 5.4.1 of [HGI].


7.1.2
QoS Management

QoS Management is a critical aspect of ensuring the correct delivery of the services. However the definition and mechanisms of  QoS management are covered in QoS clauses 6.2.1 and 6.2.2.

Editor’s Note – The above text is imported from clause 5.4.2 of [HGI].


7.1.3
Security Management

Security and privacy are critical issues in the home environment. Most end users are very concerned about unauthorized access ‘into’ their home and about the privacy of their data. Therefore, Access GW includes manageable security elements to enhance the confidence of the end user about these concerns. This mainly concerns the remote management of the firewall and NAT capabilities of Access GW. The user may also wish to have the ability to ‘hide’ some end devices from the service provider, so that the service provider does not have full visibility of the HN,.

Editor’s Note – The above text is imported from clause 5.4.3 of [HGI].


7.1.4
Performance Monitoring and Diagnostics & Troubleshooting

Any Access GW system level fault (e.g. Hardware, O.S. and SW related) can optionally be detected and communicated to the service or network provider. Three scenarios are possible and all are supported:


· Remote diagnostic tests, to check the state of the different components of Access GW. These tests are either scheduled periodically or launched by system operator request.


· Performance monitoring will be also available in order to see statistics (for example at network level). 


· Events are generated on detection of a possible fault within the system. 


Some examples of faults which need to be detected are:


· Malfunction of hardware modules 


Malfunction of the main software components of Access GW, (to detect failures, partial crashes, etc… that will affect the normal working operation of Access GW).

Editor’s Note – The above text is imported from clause 5.4.5 of [HGI].


7.1.5
Local Management Application


In order to provide better support for Access GW, a Local Management Interface may be needed to complement the Remote Management.


The Local Management interface is the access method the end user will have to view or make changes to Access GW configuration, user managed services, user managed end devices and other ‘safe’ settings. 


Three levels of management will be present in Access GW with the following precedence (high to low):


· ACS management (superuser), can manipulate all managed objects in Access GW including lower order user rights


· Administrator management, can manipulate objects that do not interfere with ACS or managed service operation. Can manage local user access rights (e.g. additional firewall rules, specific NAT for unmanaged devices).


· Users can only manipulate objects when allowed by the Administrator (e.g. url access) 


The local user interface access is completely controlled by Access GW’s firmware itself. This will require access control to limit this to a local Administrator. This Administrator will have the ability to change settings for certain managed services or devices, but general users will only have the ability to view (some of) these managed areas. In Figure 7-7, an overview of the local management interface is provided. On the access network side, the RMS or ACS will configure parameters of this interface through the CWMP management interface as defined in Figure 7-2.
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Figure 7-7: Local Management Interface overview

In Access GW, a Local Management Remote User Interface server (LM Remote UI server) will host a web based Local Management Remote User Interface, which can be accessed from any end devices equipped with a browser and located in the HN. 


The other possible user interface, the Local Management Local User Interface (LM Local UI), implies that a user interface is directly accessed on Access GW and therefore Access GW must be able to connect to a display device and some input device (such as IR remote control). This is not supported in Release1.

Editor’s Note – The above text is imported from clause 5.4.6 of [HGI].


7.2
Management requirement


As one solution this clause is compliant with [DSLF TR-069], [DSLF TR-098], [DSLF TR-104], [DSLF TR-106] and [DSLF TR-111] except where this is explicitly mentioned.  If there are still any ambiguities or conflicts in the text, it must be assumed that compliance with the above mentioned TR documents supersedes any other requirements.

Editor’s Note – The above text is imported from clause 6.5 of [HGI].


7.2.1
Northbound Interfaces

· Access GW/ACS communication interface is recommended to comply with all the mandatory requirements of the CWMP protocol v1 as defined in [DSLF TR-069]. [HGI_R214]


Editor’s Note – The above text is imported from clause 6.5.1 of [HGI].


7.2.2
RMS Requirements

· The RMS is recommended to be able to manage Access GW using the CWMP protocol as described in [DSLF TR-069] (the ACS referenced there is a TR-069 capable RMS in this specification), including device configuration, software updates, and device diagnostics. [HGI_R216]


· The RMS is recommended to be able to support TR-098, TR-104, and TR-106 data models and their extensions as defined by HGI. [HGI_R217]


· The RMS is recommended to support extensibility for vendor-specific data model extensions. [HGI_R218]


· The RMS is recommended to be able to manage end user devices behind Access GW using CWMP. [HGI_R219]


Editor’s Note – The above text is imported from clause 6.5.2 of [HGI].


7.2.3
General Access GW configuration and management

· Access GW can optionally support and implement a local management graphical user interface. [HGI_R225]


Access GW is recommended to automatically establish a CWMP management session with the ACS in the following cases, as defined in [DSLF TR-069]:


· Each time the IP address of Access GW changes


· On power-up or reset 


· After a time-out following management session period expiration


· After configuration changes in Access GW and the related notifications are activated and the related Active Notification attributes are set

· After a connection Request from the RMS (or ACS).


[HGI_R226]


· The data exchanged between Access GW and the ACS is recommended to be encrypted, except for the firmware images for in-band management (note). It is recommended to be encrypted for out-of-band management (note). The level of encryption of the exchanged data is the one defined in [DSLF TR-069] (SSL or TLS level).  [HGI_R227]


Note – In-band management: The management session is established in the same communication channel as the data (same VC, VLAN…)

Note - Out-of-band management: The management session is established in a separate communication channel from the rest of data (dedicated VC, VLAN…)

· All authentication and configuration traffic from local clients to Access GW and vice-versa can optionally be encrypted. [HGI_R228]


· The firmware image file recommended to be signed to ensure its correctness and integrity during the transmission. [HGI_R229]


· Service provider or customer specific data, such as password or personal information, is required not to be located in any software file image or software module file image. Therefore software that is transferred between RMS and Access GW can optionally be encrypted. [HGI_R230]


· In order to be able to start communication with the ACS, Access GW is required to be able to discover its address by one of the following mechanisms:


· The ACS URL is preconfigured

· The ACS URL is locally inserted in a secure way through the LM Remote UI


[HGI_R231]


· Access GW is required to allow the ACS to modify the ACS URL remotely. [HGI_R232]


· Access GW is required to identify itself to the ACS with its serial number and OUI, as defined in TR-069. If the serial number is not unique across the product line, the product class is also required to be provided. [HGI_R233]


· Access GW is required to support auto-provisioning of basic L2 and L3 connectivity for the management communication channel:


· When using DHCP, authentication is required to be based on the hardware address of Access GW WAN interface or the line identification.


· When using PPP, authentication is required to be based on a generic username/password burnt in the firmware of Access GW or provided locally in a secure way.

· When using ATM networks, Access GW is required to be preconfigured with ATM VC configuration. Nevertheless it is recommended to support ILMI to configure automatically ATM connectivity.


[HGI_R234]


Editor’s Note – The above text is imported from clause 6.5.3 of [HGI].


7.2.4
End device management

7.2.4.1
Device Identification

· If IPTV-TD is a managed device, Access GW is required to discover and identify uniquely it. [HGI_R254]


· If IPTV-TD is an unmanaged device, Access GW is recommended to discover and identify uniquely it.[HGI_R255]


· A database of devices (device repository) can optionally be held in Access GW. This database contains the results of the device discovery and capabilities detection mechanisms. [HGI_R257]


· For every ED (managed and unmanaged), Access GW is recommended to determine the IP address and hardware address from its ARP cache, if not obtained via DHCP.[HGI_R263]


· The discovery mechanism is required to apply to any new managed IPTV-TD that is connected to the HN. [HGI_R271]


· The discovery mechanism is required to apply to unmanaged IPTV-TD.[HGI_R272]


· Access GW is required to discover the managed IPTV-TD placed behind an access point or a bridge in the same way as those directly connected to Access GW. [HGI_R273]


· Access GW is required to determine if the newly discovered IPTV-TD supports DHCP, and/or UPnP, and/or CWMP. [HGI_R274]


· IPTV-TD that follow the TR-069 specs can be discovered as such, if they also use TR-111. Therefore, Access GW is required to follow the TR-111 specifications. [HGI_R275]


· Access GW is required to discover if IPTV-TD or HN-TD is still present in the home network or not. [HGI_R276]


Editor’s Note – The above text is imported from clause 6.5.6.1 of [HGI].


7.2.5
Security management

The RMS has to support the remote management of the main security functionalities of Access GW: the stateful firewall and the ALG.

Editor’s Note – The above text is imported from clause 6.5.9 of [HGI].


7.2.5.1
Firewall management

The RMS has to manage remotely the internal firewall of Access GW. To implement this operation, the RMS downloads to Access GW an xml file to configure the firewall. This file integrates the basic firewall configuration that includes the HIGH and LOW configurations (see the clause on Security for more details)


DSL Forum TR-069 provides mechanisms for configuration file downloads. However, some additional mechanisms and specifications are needed to fully support HGI requirements.

· Access GW supports a stateful firewall, which is required to be remotely manageable by the RMS using a firewall rules configuration file. [HGI_R330]


· NAT/PAT mechanisms, like port mapping capability to enable remote access to home based devices or servers (HTTP, FTP, SFTP, SSH, TELNET), is required to be remotely manageable as defined in the WANPPPConnection or WANPPPConnection objects of DSL Forum TR-098 define in the Baseline:1 profile. The RMS via the management abstraction layer has the capability to enable/disable the port mapping of the usual protocols. [HGI_R331]


Note – Further study is needed for NAT mechanism.


· The integrated firewall module of Access GW is recommended to be manageable and is recommended to support the remote download by RMS request through the download RPC defined in the DSL Forum TR-069. [HGI_R332]


· The version of the firewall is recommended to be also accessible by the RMS to help to determine if an update is necessary. [HGI_R334]


Editor’s Note – The above text is imported from clause 6.5.9.1 of [HGI].


7.2.5.2
Application Layer Gateway Management

· The ALG list (see ALG clause 6.6.5.1) stored in Access GW is required to be remotely accessible by the RMS. [HGI_R337]


· Access GW is required to allow the RMS to enable or disable the ALG. These changes can be made either by the RMS or by the user through the local management interface (some restrictions may apply to the latter case). [HGI_R338]


Editor’s Note – The above text is imported from clause 6.5.9.2 of [HGI].


7.2.6
End-device recommendations

· IPTV-TD, if it operate in IPv4 environment, is recommended to support the use of DHCP to configure IP connectivity during the start-up phase. [HGI_R340]


· Managed IPTV-TD is required to provide IP and hardware address information by broadcasting a gratuitous ARP whenever their IP stack is initialized. [HGI_R341]


· Managed IPTV-TD of type D is also required to include “DeviceType” in the Encapsulated Vendor-Specific Option-Data fields of DHCP option 125. The contents and format of this value are identical to the device type suffices as defined by the UPnP forum  (i.e.: “urn:uuid”). [R344]


· Managed IPTV-TD of types U and CU MUST include “UUID” (Universally Unique IDentifier) in the Encapsulated Vendor-Specific Option-Data fields of DHCP option 125. The contents and format of this value are given by [IETF RFC 4122]  [HGI_R345]


· Managed IPTV-TD that is directly configurable by the ACS (interface IACS_ED) is required to follow the TR-069 and TR-106 specifications. [HGI_R346]


· Managed IPTV-TD directly configurable by the ACS is also recommended to also follow the TR-111 part 1 and part 2 specifications. [HGI_R347]


Editor’s Note – The above text is imported from clause 6.5.10 of [HGI].


7.3
IPTV service information report


The IPTV TD may save and report IPTV service information for remote management purpose.


Editor’s Note: Privacy and security of subscribers/consumers should be considered here.


7.4
Remote management protocol


7.4.1 SNMPv2/v3

7.4.2 DSL Forum TR069

Auto-configuration of the IPTV TD is recommended to be performed using the approach described in TR069 “CPE WAN Management Protocol”.


The Figure 7-8 listed below is copied from TR069 document. It represents the position of CWMP in the auto-configuration architecture. Therein, the Managed CPE (LAN Device) is just the position of IPTV TD.
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Figure 7-8: Scope of CPE WAN Management Protocol


The flow of auto-configuration provided by CWMP is introduced as follows. 


· Step 1, ACS Discovery 


The CWMP defines the following mechanisms that may be used by a CPE (e.g. IPTV TD) to discover the address of its associated ACS:


1. The CPE may be configured locally with the URL of the ACS.  

2. The CPE may obtain the URL of the ACS through DHCP protocol from a DHCP server. The CPE put the string “dslforum.org” (all lower case) anywhere in the Vendor Class Identifier (DHCP option 60) and get the values received from the DHCP server in the Vendor Specific Information (DHCP option 43).

3. The CPE may have a default ACS URL that it may use if no other URL is provided to it.


· Step 2, Connection Establishment

The CPE may at any time initiate a connection to the ACS.  A CPE establish a connection to the ACS by issuing an Inform RPC method which is defined by [DSLF TR069] under the following conditions:


· The first time the CPE establishes a connection to the access network on initial installation


· On power-up or reset


· Once every Periodic Inform Interval (for example, every 24-hours)


· When so instructed by the optional ScheduleInform method


· Whenever the CPE receives a valid Connection Request from an ACS


· Whenever the URL of the ACS changes


· Whenever a parameter is modified that is required to initiate an Inform on change. 


· Whenever the value of a parameter that the ACS has marked for “active notification” via the SetParameterAttributes method is modified by an external cause (a cause other than the ACS itself).  


(See TR069 document for detail)


· Step 3, Configuration File Transmission


TR069 defines a number of events which could be included in Inform message. If the ACS received an Inform message including a BOOTSTRAP event, the ACS calls a CPE Download RPC method (sending a Download message to CPE) to tell the CPE the configuration file name and it’s location (URL) and some other indications. The CPE can get the configuration file with these arguments.

Appendix I


An explanation of the layered models for IPTV Home Network


(This appendix does not form an integral part of this document)
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Figure I-1: The conceptual diagram of layered model.


The layered function architecture includes two layers. There are transport and application models. The detailed descriptions are presented as follows:

a) The transport model is responsible for linking the network clients together and transferring the data packets across the network. The transport model described in this appendix is corresponding to lower layers basically bottom of three layers.  That is to say, the function of physical correction, data link connection and choosing the best router for package are realized in this model.  Transport model is the main subject of [draft] Recommendation [G.hnta].

b) The application model is responsible for allowing users to interact with the networks, including defining format of data, designing service and designing interface. There are many services at present, such as TV gaming, TV Education, linear TV, etc. Providing more IPTV services may help drive user toward widespread use of IPTV, so it is necessary to design more kinds of service.  Format of data in different services are various, so designation of data format is an important component of the application function model. Application model is the main subject of [draft] Recommendation [H.ghna].

Functional components are relevantly defined for each model.  These components can be associated with the Home Network architecture in this document as table below.


Table I-1: Explanation of components 


		Architecture of IPTV Home Network

		Application model

		Transport model

		Note



		Access GW

		Access GW

		Access GW

		



		Primary Domain


(IP-HN-P)

		Primary Domain

		IP Home Network

		For IPTV, Primary Domain is limited to IP Home Network.



		Secondary Domain

		Secondary Domain

		IP Home Network or Proprietary Home Network

		



		IP Secondary Domain


(IP-HN-S)

		Secondary Domain

		IP Home Network

		A part of Secondary Domain



		Non-IP Secondary Domain


(PR-HN-S)

		Secondary Domain

		Proprietary Home Network

		A part of Secondary Domain



		IPTV-TD

		Primary Terminal

		IP Terminal

		



		HN-TD

		Secondary Terminal

		IP Terminal or Proprietary Terminal

		





Appendix II


Home network (HN) use case scenario's


(This appendix does not form an integral part of this document)

II.1. 
HN IPTV TD acting as a HN server


Case1: A HN IPTV TD takes content traffic and reprocesses it. A HN IPTV TD receives IPTV content from IPTV network and serves this content to multiple HN TDs.



[image: image14]

Figure II-1: HN IPTV TD acting as a HN server


Case2: A HN IPTV TD assists HN TD to connect Headend server directly. A HN IPTV TD authenticates multiple HN TDs and gives required URL to respective HN TD. Each HN TD connects to Headend server with this URL for content streaming/downloading.



[image: image15]   

Figure II-2: A HN IPTV TD assists HN TD to connect Headend Server directly


In both cases, required information such as EPG/ECG metadata should be translated to HN-aware format in HN IPTV TD.


Typical Examples


If a HN TD is DTV, user can watch IPTV contents with the help of HN IPTV TD.


If a HN TD is PVR, user can save IPTV contents with the help of HN IPTV TD.

II.2 
HN IPTV TD acting as a HN client


A HN IPTV TD discovers HN server(s) by HN protocol.


A HN IPTV TD reviews/browses a specific HN server's content information and presents those contents by HN protocol.

Editor’s Note: Further study and request for contributions.

Appendix III


UPnP based Home Network

(This appendix does not form an integral part of this document)

Editor’s Note – Since UPnP is not qualified under A.5, this issue is described as an appendix.  Considering the importance of UPnP, the content of this appendix will be moved into a relevant part of the main body of this document when UPnP is accepted by other organization such as ISO/IEC.


UPnP Audio/Video architecture consists of Media Renderer, Media Server and Control Point (regarding document  UPnP A/V  architecture). 


Media Renderer obtains content from Media Server and renders it (e.g. display, decodes).  For example the role of media renderer is playing of TV set, MP3 player, etc. 


Media Server is used to make content available in home network and transfer it to the other device. It supports multiple transfer protocol and data format and It has functionality of conversion from one format to another one in the real time.


The main task of Control Point are synchronization and management of A/V devices in home network. It allows end user to select, play, pause and stop content from Media Server and display it on Media Renderer. Control Point is able to control Media Renderer characteristic like: brightness, contrast, volume. An example of control point is TV set with remote control. 


All devices that support UPNP should have implemented basic UPNP terminal device profile. 


Additionally IPTV TD should be compatible with UPNP specification for Media Server in order to locate and transmit content for instance to the HN Device and other device in home network. Content could be selected remotely from IPTV NW or locally from hard disc. End user has possibility of recording A/V files with using UPNP scheduled recording functionality.  IPTV TD should also work as a Control Point in order to allow end user to select and control content. This scenario is compatible with figure I-1 in working document when HN IPTV TD acting as a HN server.  When HN IPTV TD works as standalone device, It should have also Media Renderer functionality as a option. 


HN Device should play role of Media Renderer and Control point. In that case HN Device uses content delivered from Media Server. Connection between IPTV TD and HN Device is established automatically with using UPNP protocols (e.g SOAP, HTTP) and based on XML discovery mechanism. Control Point functionality allows end user to locate, choose and control content flows from Media server. The transport protocol and data format are chosen automatically depending on fact which of them are supported by Media Renderer. The proposal of IPTV end system architecture which use UPnP is shown below on figure III-1.
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Figure III-1  UPnP Home Network architecture for IPTV end system

Appendix IV


Consideration of re-transmission of Free-to-Air broadcasting


Editor’s Note – The issues relevant for WG5 need to be identified.

IV.1
Middleware aspect

IPTV services can comprise interactive TV applications. Recommendations ITU-R BT.1699 and ITU-R BT.1722 are Recommendations of harmonization of declarative and procedural content format respectively for broadcast content. These Recommendations would enable proper presentation and interactivity for broadcast programme content over IPTV. 

IV.2
Content protection issue

Followings are comments on this issue for retransmission of free-to-air broadcast content, from the viewpoint of Recommendation ITU-R BT.1736.

–
Retransmitted free-to-air broadcast content should be handled such as to conform to the content protection assigned by the content provider.


–
In clause 7.6, redistribution control capability for external interfaces to transmit captions and information provided by On Screen Display facilities will be required to conform to the content protection assigned by the content provider. 

IV.3
Privacy protection issue


Report ITU-R BT.2052 describes overall analysis of end-user’s privacy protection in interactive broadcast chain. In the case of retransmission of free-to-air broadcast content, clause 4 through 6 of this Report provide useful information on this issue.

IV.4
Delivery control of retransmission

In case that delivery control for retransmission of free-to-air broadcast content is needed, the IPTV system is requested to provide such functionality. ITU-T Recommendation J.281 describes the requirement of similar control.

IV.5
Provision of Emergency broadcast

Recognizing the need and the importance of emergency broadcasting, ITU-R has developed the Recommendations ITU-R BT.1774 and ITU-R BO.1774. Support of this function by IPTV system may be required depending on the national regulations.
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Editor’s Note: Other relevant standard should be added.


______________

� EMBED Unknown  ���







� EMBED Unknown  ���







HN 



IPTV TD







NW-TD















TD-HN







HN TD







HN TD







HN TD







Control







Contents







HE



Server







HN 



IPTV TD







NW-TD















TD-HN







HN TD







HN TD







HN TD







Control







Contents







HE



Server











		Contact:

		Mr. Nhut Nguyen


Samsung Electronics


U.S.A

		Tel:
+1 972 761 7788

Fax:
+1 971 761 7799


Email
n.nguyen@samsung.com



		



		Attention: This is a document submitted to the work of ITU-T and is intended for use by the participants to the activities of ITU-T's Focus Group on IPTV, and their respective staff and collaborators in their ITU-related work.  It is made publicly available for information purposes but shall not be redistributed without the prior written consent of ITU.  Copyright on this document is owned by the author, unless otherwise mentioned.  This document is not an ITU-T Recommendation, an ITU publication, or part thereof.







[image: image20.wmf] 


Access


 


GW


 


Primary


 


Domain


 


(IP


-


HN


-


P)


 


IPTV


 


TD


 


Secondary


 


Domain


 


IPTV


-


NW


 


(e.g. NGN)


 


IP


 


(IP


-


HN


-


S)


 


non


-


IP


 


(PR


-


HN


-


S)


 


HN


-


TD


 


IP


-


HN


-


P: IP Home Network Primary


 


IP


-


HN


-


S: IP Home Network Secondary


 


PR


-


HN


-


S: Proprietary Home Network Secondary


 


U


-


IF


 


NT


 


BC


-


NW


 


IPI


-


4


 


IPI


-


3


 


IPI


-


1


 


IPI


-


0/IP


I


-


1


 


Home Network


 


[image: image21.wmf]IP


-


HN


-


S


 


IP


-


HN


-


P


 


Physically separated IP


-


HN configuration


 


Access


 


GW


 


IPTV


 


TD


 


IPTV


 


TD


 


HN


 


TD


 


IP


-


HN


-


P


 


 


 


 


 


 


 


Logically separated IP


-


HN configuration


 


Access


 


GW


 


IPTV


 


TD


 


IPTV


 


TD


 


HN


 


TD


 


IP


-


HN


-


S


 


IPI


-


1


 


IPI


-


0


 


IPI


-


1


 


_1247080817.unknown



_1247080863.unknown



_1254182353.unknown



_1254182564.unknown



_1247080880.unknown



_1247080840.unknown



_1238919614.vsd



_1247078491.unknown



_1235293064.unknown




