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BACKGROUND
The best efficient mechanism to support IPTV service will be multicast; because multicast mechanism can efficiently utilizes the resource of network’s as well as of server’s. But the current Internet still does not fully deploy IP multicast mechanism because of several deployment issues; cost, management, security, and so on. 
To support efficient group communications where IP multicast is not fully deployed, several alternative multicast schemes are being introduced such as CDN, overlay multicast and so on. Therefore, it is quite required to consider not only IP multicast but also other alternative multicast mechanisms as one of data delivery mechanisms for IPTV service.
With the reason, it was proposed and agreed to include several considerable multicast solutions into the WD of IPTV multicast framework during the last FG IPTV meeting, held in Bled. 
Considering the current IPTV multicast solutions, which is described in chapter 9, it only shows several multicast topologies. Therefore, more detailed use case as well as service scenario is required to give enough information to who are considering initiating IPTV service by using multicast capability. 
DISCUSSION
In this document, our considerations on three multicast solutions are presented; pure IP multicast-based IPTV service solution, CDN-based IPTV service solution and overlay multicast-based IPTV service solution. 

1. Pure IP multicast-based IPTV service solution

To provide IPTV service based on pure IP multicast, it is required for Network Provider (NP) to install multicast-capable routers; and the service solution fully depends on IP multicast network.

The pure IP multicast-based IPTV service solution has characteristics of tightly related performance to the condition of NP’s network; therefore this service solution has the merit of having full-network-speed because multicast forwarding capability is provided by each network element (i.e., multicast routers). 
On the contrary, pure IP multicast-based IPTV service solution can support only bounded number IPTV service channels. Because each network element must handle each state per flow, the NP’s network may suffer from unbounded number of IPTV service channels.

Therefore, pure IP multicast-based IPTV service solution is appropriate for HDTV-quality IPTV service with bounded number of IPTV service channels. 
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Figure d1 – Scenario for pure IP multicast-based IPTV service solution
Figure d1 shows scenario when pure IP multicast mechanism is applied to IPTV service. To provide IPTV service, not only data delivery mechanism but such as IPTV service control, DRM management are very crucial, but this scenario will only focus on the multicast data delivery capabilities, the left are considered out of scope.

In the pure IP multicast-based IPTV service, Content Provider (CP) asks Service Provider (SP) to multicast content media (1), and then SP prepares the content media for multicasting to the announce group (2); but the way of announcing group is also considered as out of scope.
Consumer (IPTV client) exchanges signaling with SP’s IPTV control function for initiating IPTV service (3).
In pure multicast based IPTV service, NP is in charge of replicating and delivering content media to each receiver; the purpose of network transport function of NP is to configure optimized multicast tree and then forwards replicated data along the configured multicast tree. The network provided by NP consists of access, edge, and core network. 
To have multicast delivery service, it is required for IPTV client to subscribe a specific multicast group. IPTV client uses network/resource management function to subscribe the multicast group (4); IPTV client can join a specific multicast group by using IGMP. IPTV client’s subscribing a group will be accomplished after following successful NP’s network authentication; then the IPTV client can be attached to the specific multicast tree. In case of NP, most optimized multicast tree from SP to consumers is configured by exchanging appropriate routing protocol.

After the successful multicast tree is configured, the content media from SP can be delivered to IPTV client with help of multicast forwarding capabilities provided by NP (5). The content media, finally reached at IPTV client’s network transport function, will be delivered to IPTV client application. To improve video quality suffered by jitter or delay, IPTV client may put appropriate size of buffer between network transport and client’s application (6).
In case when QoS monitoring is necessary, SP may gather information by asking end IPTV client of experienced QoS report or by asking NP of network statistics (7); but the details are considered as out of scope.

2. CDN-based IPTV service solution

To provide CDN-based IPTV service, it is required SP to position CDN server or server pool. CDN-based IPTV service can be easily deployed; because CDN-based IPTV service can be implemented over current unicast-based network; so, it is not required to install multicast-enabled network. 

The CDN-based IPTV service solution has characteristics of tightly related performance to the power of CDN server and the number of CDN servers; because CDN server sends content media to each client repetitiously according to the each IPTV client’s connection to CDN server. The number of IPTV clients can be served at a same time totally depends on the power of CDN servers and the number of CDN servers.

However, because each client directly connects to CDN server SP can easily manage each client at any purpose; for example, SP can monitor each IPTV clients’ presence for billing in real time. 

Therefore, CDN-based IPTV service solution is most suitable for IPTV service provider who does not own a network but wants to provide payable IPTV service to the bounded number of IPTV clients.
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Figure d2 – Scenario for CDN-based IPTV service solution
Figure d2 shows the scenario when CDN mechanism is applied to IPTV service. Because this scenario only focuses on the multicast data delivery capabilities, the left are considered out of scope.
To begin with CDN-based IPTV service, CP asks SP to deliver content media; then SP convert the requested content media into suitable format for IPTV service delivery (1).
To receive IPTV service, IPTV client asks SP for specific IPTV service; and then SP gives available information about CDN servers to connect (2). IPTV client then tries to connect CDN server by using the given information from SP (3). Because unicast mechanism is applied to deliver content media to IPTV clients in CDN-based IPTV service solution (4), NP does not care about multicast delivery; NP is just for unicast data delivery capabilities (5).
The content media, finally reached at IPTV client’s network transport function, will be delivered to IPTV client application. To improve video quality suffered by jitter or delay, IPTV client may put appropriate size of buffer between network transport and client’s application (6).

In case when QoS monitoring is necessary, SP may gather information by asking end IPTV client of experienced QoS report or by asking NP of network statistics (7); but the details are considered as out of scope.

3. Overlay multicast-based IPTV service solution

To provide overlay multicast-based IPTV service, it is required for IPTV client’s network delivery function to construct overlay multicast tree and to replicate and forward content media.

Overlay multicast-based IPTV service can be easily deployed. Because overlay multicast-based IPTV service can be implemented over current unicast-based network; there is no need to change current network environment. 

The noticeable feature of overlay multicast mechanism is that each client can relay received content media; i.e., each client can act like content producer as well as content consumer. Therefore the QoS of overlay multicast-based IPTV service is highly affected by the power of each IPTV client.

However, in overlay multicast-based IPTV service solution, only the participated IPTV clients to a specific IPTV channel share the burden of content media delivery; so it is not required to have centralized server nor specific network element. Therefore, overly multicast-based IPTV service does not have any limitation on the number of IPTV service channel. 

On the contrary, it is difficult to manage each IPTV clients for billing and presence, because each contents media delivery elements in overlay multicast-based IPTV service are distributed. 

Therefore, overlay multicast-based IPTV service solution is suitable for IPTV service of low-video-quality (low bit rate) and free IPTV service with no limitation on the number of service channel. Especially this service solution can be applied for the cyber community purpose, for personal broadcasting purpose, and for the CCTV broadcasting purpose. 
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Figure d3 – Scenario for overlay multicast-based IPTV service solution
Figure d3 shows the scenario when overlay multicast mechanism is applied to IPTV service. Because this scenario only focuses on the multicast data delivery capabilities, the left are considered out of scope.

To begin with overlay multicast-based IPTV service, CP asks SP to delivery content media and then SP convert the requested content media into suitable format for IPTV service(1). IPTV client asks SP to provide IPTV service to receive IPTV service (2). 

In overlay multicast environment, each IPTV client constructs overlay multicast tree. Along the overlay multicast tree, each IPTV client can receive content media from its parent client and can also relay the received content media to its children clients; therefore it is required for each client to know the location information of other clients participated in same IPTV channel. 

To acquire information about other participated IPTV clients, IPTV client exchange signaling with SP (3). In overlay multicast-based IPTV service, unicast mechanism is applied to deliver content media; NP only needs to support unicast data delivery capabilities (4).

The content media, finally reached at IPTV client’s network transport function, will be delivered to IPTV client application. To improve video quality suffered by jitter or delay, IPTV client may put appropriate size of buffer between network transport and client’s application (5). Then IPTV client forwards the received content media to network to support its children clients (6).

In case when QoS monitoring is necessary, SP may gather information by asking end IPTV client of experienced QoS report or by asking NP of network statistics (7); but the details are considered as out of scope.

PROPOSAL
Until now, we discussed on the use case and service scenarios of several possible multicast solutions. According to the discussion, we propose to insert the use case and service scenarios of several possible multicast solutions in the current chapter 9 in the working document of IPTV multicast framework as followings. 
9
IPTV multicast solution

[Editor’s note]: According to Ch. 6 ‘IPTV multicast scenario’, various IPTV multicast solutions can be described in this section including overlay multicast, and so on.

9.1
Pure IP multicast-based IPTV service delivery solution

Figure 11 shows the concept of pure IP multicast based IPTV service delivery solution. 

In this scheme, each member registers IP multicast group by exchanging IGMPv.x messages with its access routers; and then each IP multicast router constructs IP multicast tree by exchanging multicast routing protocol messages; finally data from source flows according to the multicast tree from source to each receivers. 

Because ISP owns and manages Multicast routers, ISP can tightly manage the communication. 
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Figure 11 – Data distribution scheme with pure IP multicast

To provide IPTV service based on pure IP multicast, it is required for Network Provider (NP) to install multicast-capable routers; and the service solution fully depends on IP multicast network.

The pure IP multicast-based IPTV service solution has characteristics of tightly related performance to the condition of NP’s network; therefore this service solution has the merit of having full-network-speed because multicast forwarding capability is provided by each network element (i.e., multicast routers). 

On the contrary, pure IP multicast-based IPTV service solution can support only bounded number IPTV service channels. Because each network element must handle each state per flow, the NP’s network may suffer from unbounded number of IPTV service channels.

Therefore, pure IP multicast-based IPTV service solution is appropriate for HDTV-quality IPTV service with bounded number of IPTV service channels. 
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Figure d1 – Scenario for pure IP multicast-based IPTV service solution

Figure d1 shows scenario when pure IP multicast mechanism is applied to IPTV service. To provide IPTV service, not only data delivery mechanism but such as IPTV service control, DRM management are very crucial, but this scenario will only focus on the multicast data delivery capabilities, the left are considered out of scope.

In the pure IP multicast-based IPTV service, Content Provider (CP) asks Service Provider (SP) to multicast content media (1), and then SP prepares the content media for multicasting to the announce group (2); but the way of announcing group is also considered as out of scope.

Consumer (IPTV client) exchanges signaling with SP’s IPTV control function for initiating IPTV service (3).
In pure multicast based IPTV service, NP is in charge of replicating and delivering content media to each receiver; the purpose of network transport function of NP is to configure optimized multicast tree and then forwards replicated data along the configured multicast tree. The network provided by NP consists of access, edge, and core network. 

To have multicast delivery service, it is required for IPTV client to subscribe a specific multicast group. IPTV client uses network/resource management function to subscribe the multicast group (4); IPTV client can join a specific multicast group by using IGMP. IPTV client’s subscribing a group will be accomplished after following successful NP’s network authentication; then the IPTV client can be attached to the specific multicast tree. In case of NP, most optimized multicast tree from SP to consumers is configured by exchanging appropriate routing protocol.

After the successful multicast tree is configured, the content media from SP can be delivered to IPTV client with help of multicast forwarding capabilities provided by NP (5). The content media, finally reached at IPTV client’s network transport function, will be delivered to IPTV client application. To improve video quality suffered by jitter or delay, IPTV client may put appropriate size of buffer between network transport and client’s application (6).

In case when QoS monitoring is necessary, SP may gather information by asking end IPTV client of experienced QoS report or by asking NP of network statistics (7); but the details are considered as out of scope.

9.2
Server-based IPTV service delivery solution

Figure 12 shows the concept of replicated-unicast based IPTV service delivery solution. 

In this scheme, ISP puts a media server or server pool somewhere; each member connects media server or server pool; then the media server sends data to every receiver replicatively.

Because ISP or content provider (CP) owns and manages media server, ISP can tightly manage the communication; but because media server cannot support infinite number of receivers, the size of the group is tightly bounded by the performance of media server or server pool as well as server-side network bandwidth.
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Figure 12 – Data distribution scheme with replicated unicast

9.3
CDN-based IPTV service delivery solution

Figure 13 shows the concept of CDN-based IPTV service delivery solution. 

In this scheme, ISP pre-installs CDN servers in an appropriate place; each receiver finds and then connects the nearest CDN server. Then multimedia streams from source are distributed to each receiver along the data delivery path of CDN servers.

Because ISP or content provider (CP) owns and manages CDN servers, ISP can tightly manage the communication; but because ISP cannot install CDN servers infinitely, the number of installed CDN servers bounds the size of the group tightly. 
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Figure 13 – Data distribution scheme with CDN

To provide CDN-based IPTV service, it is required SP to position CDN server or server pool. CDN-based IPTV service can be easily deployed; because CDN-based IPTV service can be implemented over current unicast-based network; so, it is not required to install multicast-enabled network. 

The CDN-based IPTV service solution has characteristics of tightly related performance to the power of CDN server and the number of CDN servers; because CDN server sends content media to each client repetitiously according to the each IPTV client’s connection to CDN server. The number of IPTV clients can be served at a same time totally depends on the power of CDN servers and the number of CDN servers.

However, because each client directly connects to CDN server SP can easily manage each client at any purpose; for example, SP can monitor each IPTV clients’ presence for billing in real time. 

Therefore, CDN-based IPTV service solution is most suitable for IPTV service provider who does not own a network but wants to provide payable IPTV service to the bounded number of IPTV clients.
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Figure d2 – Scenario for CDN-based IPTV service solution

Figure d2 shows the scenario when CDN mechanism is applied to IPTV service. Because this scenario only focuses on the multicast data delivery capabilities, the left are considered out of scope.

To begin with CDN-based IPTV service, CP asks SP to deliver content media; then SP convert the requested content media into suitable format for IPTV service delivery (1).

To receive IPTV service, IPTV client asks SP for specific IPTV service; and then SP gives available information about CDN servers to connect (2). IPTV client then tries to connect CDN server by using the given information from SP (3). Because unicast mechanism is applied to deliver content media to IPTV clients in CDN-based IPTV service solution (4), NP does not care about multicast delivery; NP is just for unicast data delivery capabilities (5).

The content media, finally reached at IPTV client’s network transport function, will be delivered to IPTV client application. To improve video quality suffered by jitter or delay, IPTV client may put appropriate size of buffer between network transport and client’s application (6).

In case when QoS monitoring is necessary, SP may gather information by asking end IPTV client of experienced QoS report or by asking NP of network statistics (7); but the details are considered as out of scope.

9.4
P2P-based IPTV service delivery solution

Figure 14 shows the concept of P2P-based IPTV service delivery solution.

In this scheme, each end-node can be both a media producer as well as a media consumer. The way of communications is as follows; each node discovers its peers and then connects them; each node can exchange media between themselves. 

Because P2P model does not want to have ISP’s censorship, this model usually does not involve node of ISP’s.  Although the size of group is not logically bounded, it may not be adequate to distribute contemporary media. To improve data receiving, each node tries to finds more peers as possible. 


[image: image9.emf]S

Media SouPce

S

Peers

P

P P

P P

P

P P

ISP

End-Users


Figure 14 – Data distribution scheme with P2P

9.5
Overlay multicast-based IPTV service delivery solution

Figure 15 and Figure 16 show a brief concept of overlay multicast-based IPTV service delivery solution. In overlay multicast mechanism, special overlay nodes emulate the functions of IP multicast router’s; such as multicast data tree configuration, multicast data forwarding etc.

In this scheme, each overlay node constructs multicast data delivery path from sender to group dynamically as naïve IP multicast router does. Along the constructed path, each overlay node forwards data, which comes from its upstream node, to its downstream nodes. The size of group is not logically bounded, and it is adequate to distribute contemporary media.

The overlay node which substitutes IP multicast router may form a hardware box, a server, or an end-system; the formation is a deployment or implementation issue. Figure  shows an overlay multicast scheme without ISP’s participation. 
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Figure 15 – Data distribution scheme with Overlay Multicast without ISP

Figure 16 shows an overlay multicast scheme with ISP’s participation. 
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Figure 16 – Data distribution scheme with Overlay Multicast with ISP

To provide overlay multicast-based IPTV service, it is required for IPTV client’s network delivery function to construct overlay multicast tree and to replicate and forward content media.

Overlay multicast-based IPTV service can be easily deployed. Because overlay multicast-based IPTV service can be implemented over current unicast-based network; there is no need to change current network environment. 

The noticeable feature of overlay multicast mechanism is that each client can relay received content media; i.e., each client can act like content producer as well as content consumer. Therefore the QoS of overlay multicast-based IPTV service is highly affected by the power of each IPTV client.

However, in overlay multicast-based IPTV service solution, only the participated IPTV clients to a specific IPTV channel share the burden of content media delivery; so it is not required to have centralized server nor specific network element. Therefore, overly multicast-based IPTV service does not have any limitation on the number of IPTV service channel. 

On the contrary, it is difficult to manage each IPTV clients for billing and presence, because each contents media delivery elements in overlay multicast-based IPTV service are distributed. 

Therefore, overlay multicast-based IPTV service solution is suitable for IPTV service of low-video-quality (low bit rate) and free IPTV service with no limitation on the number of service channel. Especially this service solution can be applied for the cyber community purpose, for personal broadcasting purpose, and for the CCTV broadcasting purpose. 
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Figure d3 – Scenario for overlay multicast-based IPTV service solution

Figure d3 shows the scenario when overlay multicast mechanism is applied to IPTV service. Because this scenario only focuses on the multicast data delivery capabilities, the left are considered out of scope.

To begin with overlay multicast-based IPTV service, CP asks SP to delivery content media and then SP convert the requested content media into suitable format for IPTV service(1). IPTV client asks SP to provide IPTV service to receive IPTV service (2). 

In overlay multicast environment, each IPTV client constructs overlay multicast tree. Along the overlay multicast tree, each IPTV client can receive content media from its parent client and can also relay the received content media to its children clients; therefore it is required for each client to know the location information of other clients participated in same IPTV channel. 

To acquire information about other participated IPTV clients, IPTV client exchange signaling with SP (3). In overlay multicast-based IPTV service, unicast mechanism is applied to deliver content media; NP only needs to support unicast data delivery capabilities (4).

The content media, finally reached at IPTV client’s network transport function, will be delivered to IPTV client application. To improve video quality suffered by jitter or delay, IPTV client may put appropriate size of buffer between network transport and client’s application (5). Then IPTV client forwards the received content media to network to support its children clients (6).

In case when QoS monitoring is necessary, SP may gather information by asking end IPTV client of experienced QoS report or by asking NP of network statistics (7); but the details are considered as out of scope.
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