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Introduction

This document contains updates to the working document on application layer reliability solutions for IPTV. The document is partly restructured, IPTV service requirements are added, and comments to certain already included sections are provided. The inclusion of some parts needs to be reconsidered as neither justification nor references to several solutions and statements is provided.
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1
Scope

This document defines requirements for application layer reliability solutions for IPTV services. It further defines specific solutions and classifies these solutions according to their applicability for the various IPTV services. The reliability solutions shall provide reliable service delivery and shall reduce the impact of traffic impairments. 
2
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3
Definitions

TBD

4
Abbreviations and acronyms

This working document uses the following abbreviations and acronyms:
3GPP
Third Generation Partnership Project 

ARQ
Automatic Repeat request

DVB
Digital Video Broadcasting 
ECG
Electronic Content Guide
EPG
Electronic Program Guide
FEC
Forward Error Correction)
IETF
Internet Engineering Task Force

IPTV
Internet Protocol TeleVision

P2P
Point-to-Point

RFC
Request for Comments

RMT
Reliable Multicast Transmission

RTP
Real-Time Protocol

RTT
Round Trip Time
UDP
User Datagram Protocol 

VoD
Video on Demand
5
Conventions
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6
Introduction 


Application layer reliability is an important aspect for IPTV service. Data being delivered over IP networks may suffer from packet losses. In case of the delivery of video and audio data errors such as packet losses or bit errors being exposed to the media decoder generally degrade the IPTV service quality. Moreover, losses in the metadata such as EPG (Electronic Program Guide), ECG (Electronic Content Guide), and interactive user data may cause more severe problem in IPTV service. Therefore, reliability support for them is essential to IPTV service.

There are many solutions for reliability support. ARQ (Automatic Repeat reQuest), FEC (Forward Error Correction), and hybrid combinations of both are known to be quite efficient. However, there is no such scheme that fits all types of service. A proper error control scheme should be selected according to the type of service or data.

In order to support IPTV reliability, the following aspects need to be considered: 
1) type of IPTV service, e.g., real time streaming video, EPG, application data 
2) type of data delivery mechanisms, e.g., broadcast, multicast, unicast, overlay multicast, and P2P; and 
3) protocol or processing overhead at senders and receivers, e.g., FEC decoding complexity and buffer management for ARQ.
The document is structured such that first general requirements and specific defined service requirements are introduced in section 7. Section 8 provides an overview on available standardized solutions. Section 9 classifies the solutions and finally Section 10 provides conclusions and recommendations.
7
Requirements

7.1
Networked deliverable data for IPTV

There are many different components in IPTV. They provide various types of data for IPTV service, such as video, audio, and metadata via IP networks. This networked deliverable data can be classified as the following: 
1) IPTV application services such as 
· Linear Broadcast Service, and
· On-Demand Service, and 
· Downloadable Multimedia Services; as well as 
2) other data elements such as 
· metadata (e.g., EPG and ECG), 
· interactive user data (e.g., user messages in a chat), 
· control data, and so on.

For the pre-dominant linear broadcast and on-demand services, IPTV content basically consists of real-time data such as video and audio. Thus, it requires high bandwidth and timely delivery. While the content should be delivered according to the inherent characteristics of video and audio, it should also be supported by different QoS and error control schemes according to its service type.

For an IPTV live broadcast service, the data is multicast to a set of receivers in real-time streaming. Thus, it should be delivered in time to multiple receivers, otherwise high recovery latency may make the retransmitted data unusable. 
For a Video-on-Demand service, the data is unicast from a sender to a single receiver in soft real-time streaming. It also requires timely delivery but this is different from IPTV broadcast service in terms of the number of receivers. 
For download services, the content is downloaded from a sender to a receiver prior to playback. It does not require timely delivery but can be handled in the same manner as bulk data delivery. The distribution can be in unicast or multicast mode.
The other data elements of IPTV services consist of metadata and user data. This type of data may use a relatively small amount of network bandwidth compared to video and audio data. It may be delivered with relaxed delivery requirements. 
Examples of metadata are EPG and ECG. EPG is a kind of service discovery mechanisms to provide the receivers with IPTV service/channel information. It can be multicast to multiple receivers but does not require timely delivery. It just provides anchor points to reach specific IPTV services. In contrast, ECG should be synchronized with the content so that it needs timely delivery if the corresponding content is real-time streamed.

The interactive user data is somewhat different from the other content or metadata in terms of its source. While the content and metadata is provided by content or service providers, the interactive user data is sent by the user. For example, a user’s response to a TV quiz show is sent to a specific server which collects users’ responses, and the users’ chat messages on the subject of the content can be exchanged with other users.
7.2
Collected Service Requirements

Editor’s note: This section should contain agreed requirements from WG1 that relate to this document.

The following service requirements relate to this document: 

IPTV_ARC_011: The IPTV Architecture is recommended to adapt dynamically to change in wireless networks characteristics when the service is delivered over a mobile network (e.g. bandwidth, packet loss rate, etc.

IPTV_ARC_039: The IPTV Architecture can optionally support the delivery of multiple services over the common IP transport with a manageable IP Quality of Service (QoS); services can optionally be delivered from multiple service providers or from a Single provider [IIF.ARCH.CONTEXT.11]. 
IPTV_ARC_040: The IPTV Architecture is required to allow the delivery of IPTV services with a defined Quality of Experience (QoE) for the IPTV end-user [IIF.ARCH.CONTEXT.12]. 
IPTV_ARC_067: The IPTV Architecture is required to support a mechanism that allows for service-based transport QoS to be managed across multiple network domains [IIF.ARCH.NETWORK.08].

IPTV_ARC_103: The IPTV Architecture is recommended to support consistent QoS for the duration of the service.

IPTV_QoS_018: The IPTV Architecture is required to support mechanisms for supporting appropriate resiliency in the service provider infrastructure to maintain a high QoE for video services [IIF.ARCH.OPERATOR.10].

IPTV_QoS_019: The IPTV Architecture is recommended to support means to minimize channel switching times. 
IPTV_QoS_023: Networks that support IPTV are required to follow the IP QoS class and associated performance requirements specified in Y.1541. It is recommended that the selection of the specific QoS class depend on the available application layer reliability solution and the service requirements.
Editor’s note: IPTV_QoS_23 was agreed during the 4th meeting as it is stated here. However, the WD IPTV Service Requirements was not updated.
8
Overview on reliability solutions
8.1
ARQ

8.2
FEC


Forward Error Correction (FEC) at the Application/Transport layers generally refers to packet erasure correction techniques. In these techniques, an amount of data is sent which is in total greater than the stream or the object to be communicated, with the property that the stream or the object can be reconstructed from any sufficiently large subset of the transmitted data. The stream or object is thus resilient to a certain amount of loss (at most the difference between the transmitted and the original data size).
8.2.1
FEC for Streaming Applications
In general, for streaming applications, there are considerable advantages in using systematic FEC codes, in which the original packets of the stream source packets are sent accompanied by a certain overhead of “repair” packets. The repair packets can be used to recover source packets which have been lost between sender and receiver.

Many possible application/transport FEC schemes for streaming media exist which could be applied to IPTV. The following are some of the erasure correction schemes for streaming media that have been standardized elsewhere:

· IETF RFC2733 [IETF RFC2733]
· This defines a simple mechanism for applying short block parity codes to RTP streams. The scheme is limited by the small number of packets that can be protected as a block (24 packets). This RFC has not been widely implemented and will likely soon be obsolete by an update which provides slightly longer blocks (48 packets) and the possibility to apply unequal protection to different parts of each packet.
· 3GPP TS26.346 Multimedia Broadcast/Multicast: Protocols and Codecs [3GPP TS26.346] 

· This standard defines a generic framework for application of FEC to media streams. The framework is not specific to RTP and operates just above the UDP layer. This framework could be used with many FEC codes, however 3GPP specify and require support of a single specific code (the Digital Fountain Raptor code).
· ETSI EN301 192 Digital Video Broadcasting: DVB Specification for Data Broadcasting [ETSI EN301 192]
· This defines how a link layer erasure code is intended to be used with the DVB-H system for transmission to mobile terminals. This FEC scheme operates below the IP layer and is completely independent of applications and is based on a large Reed-Solomon erasure code.

· ETSI TS 102 034 1.3.1 Transport of MPEG 2 Transport Stream (TS) Based DVB Services over IP Based Networks [ETSI TS 102 034]
· DVB has recently completed an evaluation of FEC codes for IPTV applications within the IPI working group. As a result of this activity, DVB has produced an FEC specification for IPTV based on a layered approach with a base layer consisting of a simply parity (XOR) code taken from SMPTE-2002-1 [SMPTE-2002-1] and an enhancement layer based on the Raptor code as used in the 3GPP specification [3GPP TS26.346]. The DVB-IPI AL-FEC solution has been carefully reviewed and assessed in the DVB project to meet the requirements of an FEC solution in different IPTV environments with respect to performance, flexibility, and implementation aspects.
The IETF has also initiated a new working group fecframe to standardize a framework for application of FEC to media streams; this is along similar lines defined by 3GPP (Multimedia Broadcast/Multicast Service for 3G cellular networks). The framework will not specify a particular FEC code but will use an approach similar to that adopted by the IETF RMT working group, which standardized protocols for reliable file delivery over IP multicast. This approach allows the most powerful FEC codes to be used for streaming solutions as opposed to RFC 2733, which provides a flexible framework that applies to any type of streaming format. The DVB-IPI AL-FEC makes use of this concept as well.
The FEC framework is currently in draft status within the IETF.
8.2.2
FEC for Download Services

The IETF RMT working group standardizes protocols for reliable file delivery over IP multicast. References for the relevant IETF RMT documents are included below. The RMT group defined an FEC Building Block, which described how the specification of protocols, which use FEC, could be separated from specification of the FEC codes themselves. This results in a set of plug & play specifications which can be combined according to the needs of a given application.
Table 1 - IETF RMT RFC status
	RFC
	Date
	Status
	Title
	Abstract
	Reference

	2887
	08-00
	I
	The Reliable Multicast Design Space for Bulk Data Transfer
	This document provides an overview of the design space and application constraints.
	[IETF RFC2887]

	3048
	01-01
	I
	Reliable Multicast Transport Building Blocks for One-to-Many Bulk-Data Transfer
	This document describes a framework for the standardization of bulk-data reliable multicast transport.
	[IETF RFC3048]

	3269
	04-02
	I
	Author Guidelines for RMT Building Blocks and Protocol Instantiation Documents
	This document provides general guidelines to assist the authors of Reliable Multicast Transport (RMT) building block and protocol instantiation definitions.
	[IETF RFC3269]

	3450
	12-02
	E
	Asynchronous Layered Coding Protocol Instantiation
	This document describes the Asynchronous Layered Coding (ALC) protocol, a massively scalable reliable content delivery protocol.
	[IETF RFC3450]

	3451
	12-02
	E
	Layered Coding Transport (LCT) Building Block
	Layered Coding Transport (LCT) provides transport level support for reliable content delivery and stream delivery protocols.  The transport is specifically designed to support protocols using IP multicast, but also provides support to protocols that use unicast.
	[IETF RFC3451]

	3452
	12-02
	E
	Forward Error Correction Building Block
	This document describes how to use Forward Error Correction (FEC) codes to efficiently provide and/or augment reliability for data transport.
	[IETF RFC3452]

	3453
	12-02
	I
	The Use of Forward Error Correction in Reliable Multicast
	This memo describes the use of Forward Error Correction (FEC) codes to efficiently provide one-to-many reliable data transport. Different classes of FEC codes and some of their basic properties are described. 
	[IETF RFC3453]

	3695
	02-04
	E
	Compact Forward Error Correction (FEC) Schemes
	This document introduces some Forward Error Correction (FEC) schemes with a more compact FEC payload.  The schemes can deliver blocks of an object of indeterminate length.
	[IETF RFC3695]

	3926
	10-04
	E
	FLUTE - File Delivery over Unidirectional Transport
	This document defines a protocol for the unidirectional delivery of files that is suited to multicast networks.  The specification builds on Asynchronous Layered Coding, the base protocol for massively scalable multicast.
	[IETF RFC3926]


8.3
Hybrid

9
Classification of solutions

9.1
ARQ vs. FEC
Editor’s note: This section was introduced without a lot of care. It includes many claims without justifications. Some updates, further justifications, and appropriate references would beneficial.
ARQ and FEC are schemes to recover packet losses during the delivery of data over networks. Their approaches are very different from each other. The ARQ approach recovers from packet losses in a reactive manner by requesting retransmission from the sender. The FEC approach operates in a proactive manner by adding redundant information to the data at the sender. Thus, their pros and cons are mutually exclusive.

An FEC-based error control protocol uses redundant information to deal with possible bit or packet losses proactively. With this redundant information, the receivers can recover from packet losses locally at the receiver. There is no need for a back channel to request retransmission from the sender. It therefore can be used for uni-directional communications such as satellite broadcast. It also needs little recovery latency because there is no need for signalling between the receiver and sender.

Since the redundant information should be always piggy-backed on to the original packets, however, it may consume more average bandwidth than that of ARQ. This might be  suboptimal in terms of bandwidth usage for networks with limited bandwidth, which can make use of occasional spare bandwidth (e.g. wireless). 
Even when the service is provided in the network with enough bandwidth, it may degrade the session throughput due to the redundant traffic. The complexity in encoding and decoding FEC data may be also costly at both the sender and receiver. Moreover, it cannot guarantee complete recovery from packet loss. If the packet loss exceeds the repair capabilities of the FEC scheme recovery is not possible. FEC also introduces a delay due to the generation and processing of the redundant information. This depends on bitrate, FEC block size and coding scheme. FEC works very well for constant bitrate data streams, but may also applied successfully to variable bitrate streams. 
FEC is also very suitable for services that need timely delivery of data in the network.

Editor’s note: All information from below here on is without any relation to a solution. It is proposed to to move this section to the living list until solutions are provided. Inclusion is agreeable with appropriate additional information.
ARQ-based error control protocols use feedback messages to recover from packet losses. On detecting packet losses according to the gap of packet sequence number, a receiver requests a sender or designated repair servers to retransmit the lost packets. Since a retransmission is done on demand, the additionally required bandwidth for error recovery can be minimized. It does not suffer from encoding or decoding overhead because the entire part of a lost packet is retransmitted to the receiver.

In the ARQ-based approach, however, a sender may receive many feedback messages from the receivers who experience packet losses (feedback implosion problem). Since the error recovery is handled by requesting and receiving a retransmitted packet from a sender, it takes more than the Round Trip Time (RTT) between a sender and a receiver to perform the recovery. This requires buffering of the data at the receiver. It also requires additional buffer management at a sender that produces live data (e.g. live broadcast) to retransmit the lost packets.

While ARQ can be also used in multicast delivery, scalability issue due to the large number of receivers have to be considered. The feedback implosion problem is one of the weak points of ARQ-based error control protocols over multicast. In order to resolve this problem, the distributed ARQ approach is introduced. In this approach, a local group which consists of the receivers in vicinity is formed and a repair head is elected to cover local error recovery of the group. The tree-based error recovery scheme is a well known to be most scalable in distributed approach. It constructs a control tree along which the request and retransmission control data traverse. The error recovery is locally handled by a root node of a sub control tree and acknowledgements to a sender can be aggregated along the tree. While the local recovery can reduce recovery latency and feedback implosion, the repair heads as well as a sender should maintain the buffer for local recovery of their children.

The ARQ-based error control scheme is straightforward to be easily implemented without any coding or decoding complexity compared to FEC-based one. It can be well applied to the service of soft-timely delivery.

9.2 Application of IPTV Reliability Support
Editor’s note: This section was introduced without a lot of care. It includes many claims without justifications. Some updates, further justifications, and appropriate references would beneficial.
In Section 9.1, the pros and cons of some error control schemes are introduced. For example, FEC fits well to real-time streaming, while ARQ fits well to soft-time bulk data delivery (DEFINITION REQUIRED) with limited processing power on receivers and user-initiated content. According to the characteristics of error control schemes, the IPTV services can be classified to work well with one of ARQ and FEC.

IPTV live broadcast services and metadata such as ECG can be well handled by FEC. Since they need real-time streaming to multiple receivers a FEC solution results in minimum delay. While FEC may cause performance degradation and it cannot recover from all packet losses, it works best for real-time delivery of data.

The other data components such as download content, VOD service content, metadata (e.g., EPG), and interactive user data can be well handled by ARQ. Since they need no real-time streaming, they can tolerate the additional delay. Moreover, ARQ does not require high complexity on encoding and decoding so that data initiated at the user side can be well handled too.
10 
Conclusions and Recommendations
Based on the above background, the following conclusions are made:

The support of an AL-FEC solution is not required for all networks, in particular for networks, which can fulfil the requested IPTV service requirements tbd.
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