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1. Introduction 
This contribution proposes to insert and to modify in section “9 Requirements of Overlay IPTV Multicast” in draft IPTV Multicast Requirements. Subsection 9.1 is modified and 9.2 and 9.3 is added.
2. Enhancements of section “9 Requirements of Overlay IPTV Multicast” in IPTV Multicast Requirements” (FG.IPTV-DOC-0061) 

The contribution proposes the enhancement of section 9 of T05-FG.IPTV-DOC-0061, “Working Document: IPTV Multicast Frameworks”
--------------------------------------------------
9. Requirements of Overlay IPTV Multicast
9.1 Requirements of Overlay IPTV Multicast Control
Current reliable multicast transport mechanisms have unresolved problems including scalability, flow control, congestion control and etc. Until the related reliable multicast transport mechanism settles down, group communications requiring reliable data transfer are actually clinging to replicate unicast method based on servers.  Although IP multicast has not deployed globally, a lot of local networks have already been equipped with IP multicast transport. For example, Ethernet-based LANs and private networks such as corporate and campus networks substantially provide the multicast transport capability within their local subnet or administrative domains. 
Recognizing these observations, there is a crucial need to develop an alternative multicast delivery scheme, overlay multicast approach. It makes good use of existing unicast, multicast and/or multicast tunneling schemes. In addition, overlay multicast is designed as several separate forms to support any kinds of group service type well. Overlay multicast is expected to provide a substantial solution for group applications for IPTV service.
Fig. 9 shows architecture for “Overlay IPTV Multicast Functions” for IPTV service.  The overlay multicast control function performs an IPTV session control to provide multicast capability for diverse IPTV service capabilities. 
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Fig. 9 Functional Structure of Overlay IPTV  Multicast Control
9.1.1 Requirement for Control in Overlay IPTV Multicast
The overlay IPTV multicast can use diverse control mechanisms for constructing different multicast trees depending on IPTV application parameters or application class. The control mechanism supports to change multicast tree structure depending on application requirements, different regions of network conditions, native multicast support and multicast group membership. The overlay IPTV multicast supports efficient routing and resource usage by overlay multicast control. A changing of multicast tree to deliver IPTV service may be used network resource unnecessarily. If possible, the overlay IPTV multicast use existing multicast tree and control mechanism without changing. 
9.1.2 Requirement for Group Membership Management
The group membership for overlay IPTV multicast considers group size, number of group’s member and rate of group membership change. It provides group membership control and group partitioning.

· Group Membership Control: This is a generic group membership control of overlay IPTV multicast. It is a function that provides mechanisms to join and leave group for overlay IPTV multicast. It may additionally provide functions to create or maintain the multicast groups.
· Group Partitioning: This is to optimize the transmission efficiency by sub-grouping the groups and mapping each sub-group to underlying networks. In the following, two optimization approaches to realize this group partitioning are differentiated and described.
· Global group partitioning: The Global group partitioning optimizes the resource usage of local network. If a multicast group in local network is crowded, the group need sub-grouping.
· Server group partitioning: The Server group partitioning optimized the resource usage of server network providing IPTV services. This partitioning is to consider the processing capacity of the server.
9.2 Functional Requirements of Overlay IPTV Multicast

9.2.1 Separation of Routing and Forwarding
The overlay nodes collect information (bandwidth, latency, etc.) from physical network and exchange the information with neighbour overlay nodes. The overlay nodes construct data path with the information. The data for IPTV service are forwarded through physical network path which is constructed by overlay node. In order to search congestion of physical network and improve end-to-end QoS and resource management, overlay node can construct multiple paths.
9.2.2 Admission Control for QoS
In order to support QoS for IPTV services in overlay multicast network, overlay multicast node will perform admission control through interaction between overlay multicast node and resource control function of physical internet transport network. 
9.2.3 Security for Overlay IPTV Multicast
Overlay IPTV multicast uses shared network resource and multiple distributed overlay resources to transport data. When a user requests IPTV service, security process needs for IPTV overlay multicast function.
Overlay multicast confronts with various vulnerabilities and risks that impede from being widely deployed in mission critical business systems and applications. There are three important security challenges for the overlay network service model: Confidentiality and Integrity, Authenticity, and Availability. These three important security challenges can be classified with some properties for architectures and algorithms for building secure and scaleable information dissemination services on wide area overlay networks. 
9.2.4 Requirement of Overlay Node for Overlay IPTV multicast 
In overlay IPTV multicast routing, it will be assumed that there is a designated multicast node for each session to compute the multicast tree. The designated node has full knowledge of other multicast node in the session, and computes the multicast tree according to its current snapshot of the available bandwidth at these multicast nodes. In order to keep the updated information on multicast nodes, state updates occur periodically via broadcasting among all multicast nodes.
Therefore, the overlay multicast node constructs and updates multicast tree from sender to group dynamically and collects network information and exchange the information with neighbour overlay multicast node. Each IPTV multicast node manages some informations related to network resources underlying network from resource control function.  And overlay multicast node will provide few informations to provide the requirements for overlay multicast resource control.
· Session ID Assignment: The overlay nodes will perform a identification function with session ID. The session ID is unique according to region or overlay IPTV service etc. 
· In order to support IPTV overlay multicast management function, the overlay node will collect and stores overlay networking related information. The overlay multicast node selects neighbour overlay nodes to exchange the information. 
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