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Implementers’ Guide for Recommendation G.808.1 
(Generic protection switching - Linear trail and subnetwork protection)
Implementers’ Guide for definitions and terms found in Rec. G.808.1

Abstract

SG15/WP3 has approved terminology Recommendations for Synchronous Digital Hierarchy (SDH) (Rec. G.780/Y.1351), Optical Transport Networks (OTN) (Rec. G.870/Y.1352) and Automatically Switched Optical Networks (ASON) (Rec. G.8081/Y.1353).

This Implementers’ Guide identifies terms originally listed in Rec. G.808.1, which can now be removed from that Rec. and replaced with text pointing to the appropriate Terminology Rec. for the definition.  This Implementers’ Guide should remain in force until such time as Rec. G.808.1 is revised and reissued.

1.0
Introduction

Study Group 15 has agreed to the development of a single source Recommendation for definitions currently found in Working Party 3 SDH/OTN/ASON Recommendations.  However, not all affected Recommendations are currently in process for revision.  To facilitate this transition, this Implementers’ Guide identifies the terms which can be removed and replaced when the initial source Recommendation is revised and reissued.  This Implementers’ Guide should remain in force until such time as Rec. G.808.1 is revised and reissued.

2.0
Terms to be removed from Rec. G.808.1

The following table identifies the target term, with appropriate replacement definition text for the Recommendation identified in the title of this Implementers’ Guide. 

	Original Term
	Replacement text

	3.1
This Recommendation uses the following terms:

A
Endpoint designation used when describing a protected domain; A is the source end of protected signals for which switch request signalling is initiated from the other, Z, end.

Z
Endpoint designation used when describing a protected domain; Z is the end at which switch request signalling is initiated.
	3.1
This Recommendation uses the following terms found in ITU-T Rec. G.870/Y.1352 (Clause 5: “Conventions”):

a)
A
b) 
Z

	3.2
This Recommendation uses the following terms defined in ITU-T Rec. G.805:

a)
Adapted Information (AI)

b)
Characteristic Information (CI)

c)
Link connection

d)
Network

e)
Serial compound link connection

f)
Subnetwork

g)
Trail
	3.2
This Recommendation uses the following terms defined in ITU-T Rec. G.805:

a)
Adapted Information (AI)

b)
Characteristic Information (CI)

c)
Link connection

d)
Network

e)
Serial compound link connection

f)
Subnetwork

g)
Trail

	1.1.1 3.3.1
Action

3.3.1.1
switch: For the selector, the action of selecting normal traffic from the (currently) standby transport entity rather than the (currently) active transport entity. For the bridge (case of permanent connection to working), the action of connecting or disconnecting the normal traffic to the protection transport entity. (For the case of non-permanent connection to working) the action of connecting the normal traffic signal to the (currently) standby transport entity.
	1.1.2 3.3.1
Action

3.3.1.1
switch: See ITU-T Rec. G.870/Y.1352.

	1.1.3 3.3.2
APS protocol

1.1.4 3.3.2.1
1-phase: A means to align the two ends of the protected domain via the exchange of a single message Z ( A. For (1:1)n architectures, the bridge/selector at Z are operated before it is known if Z's condition has priority over the condition at A. When A confirms the priority of the condition at Z, it operates the bridge and selector. For unidirectional switching, the priority is determined by Z only and the selector at Z and bridge at A are operated. For 1+1 architectures, the bridges are permanent and only the selectors are to be operated.

1.1.5 3.3.2.2
2-phase: A means to align the two ends of the protected domain via the exchange of two messages (Z ( A, A ( Z). For (1:1)n architectures, Z signals the switch condition to A and operates the bridge. When A confirms the priority of the condition at Z, it operates the bridge and selector. On receipt of confirmation, Z operates its selector. For unidirectional switching, the priority is determined by Z only and the selector at Z and bridge at A are operated. For 1+1 architectures the bridges are permanent and only the selectors are to be operated.
1.1.6 3.3.2.3
3-phase: A means to align the two ends of the protected domain via the exchange of three messages (Z ( A, A ( Z, Z ( A). For 1:n, m:n architectures, Z does not perform any switch action until A confirms the priority of the condition at Z. When A confirms the priority, it operates the bridge. On receipt of confirmation, Z operates its selector and bridge and indicates the bridge action to A. A finally operates the selector. For 1+1 architectures, the bridges are permanent and only the selectors are to be operated.
	1.1.7 3.3.2
APS protocol

1.1.8 3.3.2.1
1-phase: See ITU-T Rec. G.870/Y.1352.

3.3.2.2
2-phase: See ITU-T Rec. G.870/Y.1352.
3.3.2.3
3-phase: See ITU-T Rec. G.870/Y.1352.

	1.1.9 3.3.3
Protection class

3.3.3.1
trail protection: Transport entity protection for the case where the transport entity is a trail. The trail is protected by adding bridges and selectors at both ends of the trail, and an additional trail between these bridges and selectors.
The determination of a fault condition on a trail within the protected domain is performed by means of trail monitoring.

3.3.3.2
subnetwork connection protection: Transport entity protection for the case the transport entity is a subnetwork connection. The serial compound link connection within the subnetwork connection is protected by adding bridges and selectors in the connection functions at the edges of the protected domain, and an additional serial compound link connection between these connection functions.

The determination of a fault condition on a serial compound link connection within the protected domain can be performed as follows:

3.3.3.2.1
sublayer monitored (/S): Each serial compound link connection is extended with tandem connection monitoring or segment termination/adaptation functions to derive the fault condition status independent of the traffic signal present.

3.3.3.2.2
non-intrusive monitored (/N): Each serial compound link connection is extended with a non-intrusive monitoring termination sink function to derive the fault condition status from the traffic signal that is present.
3.3.3.2.3
inherent monitored (/I): The fault condition status of each link connection is derived from the status of the underlying server layer trail.

NOTE – This inherent monitoring is also applicable for SDH VC-n serial compound link connections.

3.3.3.2.4
test monitored (/T): Each serial compound link connection's fault condition status is derived from an additional monitored serial compound link connection transported via the same serial compound link.

3.3.3.3
network connection protection: Special case of subnetwork connection protection.

3.3.3.4
individual: Protection is performed for a single transport entity.
3.3.3.5
group: Protection is performed for a set of transport entities.
	1.1.10 3.3.3
Protection class

1.1.11 3.3.3.1
trail protection: See ITU-T Rec. G.870/Y.1352.

3.3.3.2
subnetwork connection protection: See ITU-T Rec. G.870/Y.1352.

3.3.3.2.1
sublayer monitored (/S): See ITU-T Rec. G.870/Y.1352.
3.3.3.2.2
non-intrusive monitored (/N): See ITU-T Rec. G.870/Y.1352.

3.3.3.2.3
inherent monitored (/I): See ITU-T Rec. G.870/Y.1352.
3.3.3.2.4
test monitored (/T): See ITU-T Rec. G.870/Y.1352.
3.3.3.3
network connection protection: See ITU-T Rec. G.870/Y.1352.

3.3.3.4
individual: See ITU-T Rec. G.870/Y.1352.

3.3.3.5
group: See ITU-T Rec. G.870/Y.1352.

	1.1.12 3.3.4
Protection subclass

3.3.4.1
end-to-end overhead/OAM (e): Overhead/OAM associated with the layer network's trail. Examples: OTN ODUk PM overhead, ATM VPC e-t-e OAM.

3.3.4.2
sublayer overhead/OAM (s): Overhead/OAM associated with a sublayer's trail (tandem connection, segment). Examples: SDH VC-n TC overhead, ATM VCC segment OAM.
	1.1.13 3.3.4
Protection subclass

1.1.14 3.3.4.1
end-to-end overhead/OAM (e): See ITU-T Rec. G.870/Y.1352.
1.1.15 3.3.4.2
sublayer overhead/OAM (s): See ITU-T Rec. G.870/Y.1352.

	1.1.16 3.3.5
Component

3.3.5.1

protected domain: The protected domain defines one or more transport entities (trails, subnetwork connections), for which a survivability mechanism is provided in the event of impairment affecting that or those transport entities. It begins from the selector/bridge of one endpoint to the selector/bridge of the other endpoint.

3.3.5.2

bridge: The function that connects the normal and extra traffic signals to the working and protection transport entities.

3.3.5.2.1
permanent bridge: For a 1+1 architecture, the bridge connects the normal traffic signal to both the working and protection entities.

3.3.5.2.2
broadcast bridge: For 1:n, m:n, (1:1)n architectures, the bridge permanently connects the normal traffic signal to the working transport entity. In the event of protection switching, the normal traffic signal is additionally connected to the protection transport entity. The extra traffic signal is either not connected or connected to the protection transport entity.

3.3.5.2.3
selector bridge: For 1:n, m:n, (1:1)n architectures, the bridge connects the normal traffic signal to either the working or the protection transport entity. The extra traffic signal is either not connected or connected to the protection transport entity.

NOTE 1 – In SDH, the broadcast bridge is preferred as cross-connect fabrics use connection tables which are typically organized by output. In a bridge where there are two outputs and 1 input, the table would be populated with "OUTx1:INy", "OUTx2:INy". Using a broadcast bridge does not require the modification of the working matrix connection, only the addition of a protection matrix connection.

NOTE 2 – In ATM, the selector bridge is preferred as connection tables are typically organized by input. A broadcast bridge would require e.g., "INx:OUTy1" "INx:OUTy2", which is more complicated than a selector bridge, which only has "INx:OUTy1" changing to "INx:OUTy2". This also applies to other packet switching technologies.
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Figure 1/G.808.1 – Protection bridges

3.3.5.3

selector: The function that extracts the normal traffic signal either from the working or the protection transport entity. The extra traffic signal is either extracted from the protection transport entity, or is not extracted; in the latter case, an AIS signal will be output.

3.3.5.3.1
selective selector: A selector, which connects the normal traffic signal output with either the working or protection transport entity inputs.

3.3.5.3.2
merging selector: For 1:1 and (1:1)n architectures, a selector which connects permanently the normal traffic signal output with both the working and protection transport entity inputs.

NOTE 1 – This alternative works only in combination with a selector bridge. To prevent that AIS/FDI or misconnected/mismerged traffic on the standby transport entity is merged with the normal traffic signal selected from the active transport entity, the merging selector includes switches in both working and protection inputs. The active transport entity will have its switch closed, while the standby transport entity will have its switch opened. Consequently, a merging selector is kind of a distributed selective selector.

NOTE 2 – In ATM, connections can be assigned but cells do not necessarily flow over them. A selector bridge only sends cells over working or protection and, therefore, there will only be one copy arriving at the selector. Hence, the connection table can have two permanent matrix connections "INx1:OUTy" and "INx2:OUTy". This also applies to other packet switching technologies.
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Figure 2/G.808.1 – Protection selectors

3.3.5.4
head end: The head end of the linear protection group is the end where the bridge process is located. In the case where traffic is protected in both directions of transmission, the head end process is present at both ends of the protection group.

3.3.5.5
tail end: The tail end of the linear protection group is the end where the selector process is located. In the case where traffic is protected in both directions of transmission, the tail end process is present at both ends of the protection group.

3.3.5.6
sink node: The node at the egress of a protected domain, where a normal traffic signal may be selected from either the working transport entity or the protection transport entity.

3.3.5.7
source node: The node at the ingress to a protected domain, where a normal traffic signal may be bridged to the protection transport entity.

3.3.5.8
intermediate node: A node on either the working transport entity physical route or the protection transport entity physical route in between the source and sink nodes of the corresponding protected domain.
	1.1.17 3.3.5
Component

3.3.5.1

protected domain: See ITU-T Rec. G.870/Y.1352.

3.3.5.2

bridge: See ITU-T Rec. G.870/Y.1352.

3.3.5.2.1
permanent bridge: See ITU-T Rec. G.870/Y.1352.

3.3.5.2.2
broadcast bridge: See ITU-T Rec. G.870/Y.1352.

3.3.5.2.3
selector bridge: See ITU-T Rec. G.870/Y.1352.

3.3.5.3

selector: See ITU-T Rec. G.870/Y.1352.

3.3.5.3.1
selective selector: See ITU-T Rec. G.870/Y.1352.

3.3.5.3.2
merging selector: See ITU-T Rec. G.870/Y.1352.
[image: image4.wmf]
Figure 1/G.808.1 – Protection selectors

3.3.5.4
head end: See ITU-T Rec. G.870/Y.1352.

3.3.5.5
tail end: See ITU-T Rec. G.870/Y.1352.

3.3.5.6
sink node: See ITU-T Rec. G.870/Y.1352.

3.3.5.7
source node: See ITU-T Rec. G.870/Y.1352.

3.3.5.8
intermediate node: See ITU-T Rec. G.870/Y.1352.

	1.1.18 3.3.6
Fault condition

3.3.6.1
Signal Degrade (SD): A signal indicating the associated data has degraded in the sense that a degraded defect (e.g., dDEG) condition is active.

3.3.6.2
Signal Fail (SF): A signal indicating the associated data has failed in the sense that a signal interrupting near-end defect condition (not being the degraded defect) is active.

3.3.6.3
Signal Degrade Group (SDG): A signal indicating the associated group data has degraded.

3.3.6.4
Signal Fail Group (SFG): A signal indicating the associated group has failed.

3.3.6.5
Server Signal Degrade (SSD): A signal degrade indication output at the connection point of an adaptation function.

3.3.6.6
Server Signal Fail (SSF): A signal fail indication output at the connection point of an adaptation function.

3.3.6.7
Trail Signal Degrade (TSD): A signal degrade indication output at the access point of a termination function.

3.3.6.8
Trail Signal Fail (TSF): A signal fail indication output at the access point of a termination function.

1.1.19 
	1.1.20 3.3.6
Fault condition

3.3.6.1
Signal Degrade (SD): See ITU-T Rec. G.805.

3.3.6.2
Signal Fail (SF): See ITU-T Rec. G.805.

3.3.6.3
Signal Degrade Group (SDG): See ITU-T Rec. G.870/Y.1352.

3.3.6.4
Signal Fail Group (SFG): See ITU-T Rec. G.870/Y.1352.

3.3.6.5
Server Signal Degrade (SSD): See ITU-T Rec. G.806.

3.3.6.6
Server Signal Fail (SSF): See ITU-T Rec. G.806.

3.3.6.7
Trail Signal Degrade (TSD): See ITU-T Rec. G.806.

3.3.6.8
Trail Signal Fail (TSF): See ITU-T Rec. G.806.

1.1.21 

	1.1.22 3.3.7
Architecture

3.3.7.1
1+1 (protection) architecture: A 1+1 protection architecture has one normal traffic signal, one working transport entity, one protection transport entity and a permanent bridge.

At the source end, the normal traffic signal is permanently bridged to both the working and protection transport entity. At the sink end, the normal traffic signal is selected from the better of the two transport entities.

Due to the permanent bridging, the 1+1 architecture does not allow an unprotected extra traffic signal to be provided.

3.3.7.2
1:n (protection) architecture (n ( 1): A 1:n protection architecture has n normal traffic signals, n working transport entities and 1 protection transport entity. It may have 1 extra traffic signal.

At the source end, a normal traffic signal is either permanently connected to its working transport entity and may be connected to the protection transport entity (case of broadcast bridge), or is connected to either its working or the protection transport entity (case of selector bridge). At the sink end, the normal traffic signal is selected from either its working or protection transport entity.

An unprotected extra traffic signal can be transported via the protection transport entity whenever the protection transport entity is not used to carry a normal traffic signal.

3.3.7.3
m:n (protection) architecture: A m:n protection architecture has n normal traffic signals, n working transport entities and m protection transport entities. It may have up to m extra traffic signals.

At the source end, a normal traffic signal is either permanently connected to its working transport entity and may be connected to one of the protection transport entities (case of broadcast bridge), or is connected to either its working or one of the protection transport entities (case of selector bridge). At the sink end, the normal traffic signal is selected from either its working or one of the protection transport entities.

Up to m unprotected extra traffic signals can be transported via the m protection transport entities whenever the protection transport entities are not used to carry a normal traffic signal.

3.3.7.4
(1:1)n protection architecture: n parallel 1:1 protection architectures, which have their n protection transport entities share (and compete for) the protection bandwidth. It has n normal traffic signals, n working transport entities and n protection transport entities. It may have an extra traffic signal, in which case an additional protection transport entity will be present.

NOTE – This architecture is applicable in cell/packet layer networks (e.g., ATM, MPLS).
	1.1.23 3.3.7
Architecture

3.3.7.1
1+1 (protection) architecture: See ITU-T Rec. G.870/Y.1352.

3.3.7.2
1:n (protection) architecture (n ( 1): See ITU-T Rec. G.870/Y.1352.

3.3.7.3
m:n (protection) architecture: See ITU-T Rec. G.870/Y.1352.

3.3.7.4
(1:1)n protection architecture: See ITU-T Rec. G.870/Y.1352.



	1.1.24 3.3.8
External commands

3.3.8.1
lockout of protection transport entity #i (LO #i): A temporarily configuration action initiated by an operator command. It ensures that the protection transport entity #i is temporarily not available to transport a traffic signal (either normal or extra traffic).

3.3.8.2
lockout of normal traffic signal #i: A temporarily configuration action initiated by an operator command. It ensures that the normal traffic signal #i is temporarily not allowed to be routed via its protection transport entity. Commands for normal traffic signal #i will be rejected. SF or SD will be ignored for normal traffic signal #i. 

3.3.8.3
Clear Lockout of normal traffic signal #i: Clears the Lockout of normal traffic signal #i command.

NOTE – In bidirectional 1:n switching, remote bridge requests for normal traffic signal #i will still be honoured to prevent APS protocol failures. As a result, a normal traffic signal must be locked out at both ends to prevent it being selected from the protection entity as a result of a command or fault condition at either end. Multiples of these commands may coexist for different normal traffic signals.

3.3.8.4
freeze: A temporarily configuration action initiated by an operator command. It prevents any switch action to be taken and, as such, freezes the current state. Until the freeze is cleared, additional near-end external commands are rejected. Fault condition changes and received APS messages are ignored. When the freeze command is cleared (Clear Freeze), the state of the protection group is recomputed, based on the fault conditions and received APS message.

3.3.8.5
Forced Switch for normal traffic signal #i (FS #i): A switch action initiated by an operator command. It switches normal traffic signal #i to the protection transport entity, unless an equal or higher priority switch command is in effect.

For the case an APS signal is in use, a SF on the protection transport entity (over which the APS signal is routed) has priority over the forced switch.

3.3.8.6
Forced Switch for null signal (FS #0): A switch action initiated by an operator command. For 1:n architectures, it switches the null signal to the protection transport entity, unless an equal or higher priority switch command is in effect. A normal traffic signal present on the protection transport entity is transferred to and selected from its working transport entity. For 1+1 architectures, it selects the normal traffic signal from the working transport entity.

For the case an APS signal is in use, a SF on the protection transport entity (over which the APS signal is routed) has priority over the forced switch.

3.3.8.7
Forced Switch for extra traffic signal (FS #ExtraTrafficSignalNumber): A switch action initiated by an operator command. It switches the extra traffic signal to the protection transport entity, unless an equal or higher priority switch command is in effect. A normal traffic signal present on the protection transport entity is transferred to and selected from its working transport entity.

For the case an APS signal is in use, a SF on the protection transport entity (over which the APS signal is routed) has priority over the forced switch.

3.3.8.8
Manual Switch for normal traffic signal #i (MS #i): A switch action initiated by an operator command. It switches normal traffic signal #i to the protection transport entity, unless a fault condition exists on other transport entities (including the protection transport entity) or an equal or higher priority switch command is in effect.

3.3.8.9
Manual Switch for null signal (MS #0): A switch action initiated by an operator command. For 1:n architectures, it switches the null signal to the protection transport entity, unless a fault condition exists on other transport entities, or an equal or higher priority switch command is in effect. A normal traffic signal present on the protection transport entity is transferred to and selected from its working transport entity. For 1+1 architectures, it selects the normal traffic signal from the working transport entity.

3.3.8.10

Manual Switch for extra traffic signal (MS #ExtraTrafficSignalNumber): A switch action initiated by an operator command. It switches extra traffic signal to the protection transport entity, unless a fault condition exists on other transport entities, or an equal or higher priority switch command is in effect. A normal traffic signal present on the protection transport entity is transferred to and selected from its working transport entity.

3.3.8.11

Exercise signal #i (EX): Issues an exercise request for that signal (null signal, normal traffic signal, extra traffic signal) and checks responses on APS messages, unless the protection transport entity is in use. The switch is not actually completed, i.e., the selector is released by an exercise request. The exercise functionality is optional.

3.3.8.12

Clear (CLR): Clears the active near-end lockout of protection, forced switch, manual switch, WTR state, or exercise command.
	1.1.25 3.3.8
External commands

3.3.8.1
lockout of protection transport entity #i (LO #i): See ITU-T Rec. G.870/Y.1352.

3.3.8.2
lockout of normal traffic signal #i: See ITU-T Rec. G.870/Y.1352.

3.3.8.3
Clear Lockout of normal traffic signal #i: See ITU-T Rec. G.870/Y.1352, Amendment 1.

3.3.8.4
freeze: See ITU-T Rec. G.870/Y.1352.

3.3.8.5
Forced Switch for normal traffic signal #i (FS #i): See ITU-T Rec. G.870/Y.1352.

3.3.8.6
Forced Switch for null signal (FS #0): See ITU-T Rec. G.870/Y.1352.

3.3.8.7
Forced Switch for extra traffic signal (FS #ExtraTrafficSignalNumber): See ITU-T Rec. G.870/Y.1352.

3.3.8.8
Manual Switch for normal traffic signal #i (MS #i): See ITU-T Rec. G.870/Y.1352.

3.3.8.9
Manual Switch for null signal (MS #0): See ITU-T Rec. G.870/Y.1352.

3.3.8.10

Manual Switch for extra traffic signal (MS #ExtraTrafficSignalNumber): See ITU-T Rec. G.870/Y.1352.

3.3.8.11

Exercise signal #i (EX): See ITU-T Rec. G.870/Y.1352.

3.3.8.12

Clear (CLR): See ITU-T Rec. G.870/Y.1352.

	1.1.26 3.3.9
States

3.3.9.1
Do Not Revert normal traffic signal #i (DNR #i): In non-revertive operation, this is used to maintain a normal traffic signal to be selected from the protection transport entity.

3.3.9.2
No Request (NR): All normal traffic signals are selected from their corresponding working transport entities. The protection transport entity carries either the null signal, extra traffic, or a bridge of the single normal traffic signal in a 1+1 protection group.

3.3.9.3
Wait-to-Restore normal traffic signal #i (WtR): In revertive operation, after the clearing of an SF or SD on working transport entity #i, maintains normal traffic signal #i as selected from the protection transport entity until a wait-to-restore timer expires. If the timer expires prior to any other event or command, the state will be changed to NR. This is used to prevent frequent operation of the selector in the case of intermittent failures. The wait-to-restore state will only be entered if there is no SF or SD condition for the protection transport entity.
	1.1.27 3.3.9
States

3.3.9.1
Do Not Revert normal traffic signal #i (DNR #i): See ITU-T Rec. G.870/Y.1352.
3.3.9.2
No Request (NR): See ITU-T Rec. G.870/Y.1352.
3.3.9.3
Wait-to-Restore normal traffic signal #i (WtR): See ITU-T Rec. G.870/Y.1352.

	1.1.28 3.3.10
Operation

3.3.10.1

revertive (protection) operation: A protection switching operation, where the transport and selection of the normal traffic signal (service) always returns to (or remains on) the working transport entity if the switch requests are terminated; i.e., when the working transport entity has recovered from the defect, or the external request is cleared.

3.3.10.2

non-revertive (protection) operation: A protection switching operation, where the transport and selection of the normal traffic signal does not return to the working transport entity if the switch requests are terminated.
	1.1.29 3.3.10
Operation

3.3.10.1

revertive (protection) operation: See ITU-T Rec. G.870/Y.1352.

3.3.10.2

non-revertive (protection) operation: See ITU-T Rec. G.870/Y.1352.

	1.1.30 3.3.11
Signal

3.3.11.1

traffic signal: Characteristic or adapted information.
3.3.11.2

normal traffic signal: Traffic signal that is protected by two alternative transport entities, called working and protection transport entities.
3.3.11.3

extra traffic signal: Traffic signal that is carried over the protection transport entity and/or bandwidth when that transport entity/bandwidth is not being used for the protection of a normal traffic signal; i.e., when protection transport entity is standby. Whenever the protection transport entity/bandwidth is required to protect or restore the normal traffic on the working transport entity, the extra traffic is pre-empted. Extra traffic is not protected.

3.3.11.4

null signal: The null signal can be any kind of signal that conforms to the signal structure (characteristic or adapted information) of the reference point in the specific layer. By default it is the signal inserted by a connection function on an output, which is not connected to one of its inputs.

The null signal is ignored (not selected) at the sink end of the protection. 

The null signal is indicated in the APS protocol if the protection transport entity is not used to carry the normal or extra traffic signal. 

Examples of null signals are: unequipped VC-n (SDH), ODUk-OCI (OTN), no signal (ATM, MPLS), a test signal, one of the normal traffic signals, an AIS/FDI signal.
	1.1.31 3.3.11
Signal

3.3.11.1

traffic signal: See ITU-T Rec. G.870/Y.1352.
3.3.11.2

normal traffic signal: See ITU-T Rec. G.870/Y.1352.
3.3.11.3

extra traffic signal: See ITU-T Rec. G.870/Y.1352, Amendment 1.

3.3.11.4

null signal: See ITU-T Rec. G.870/Y.1352.

	1.1.32 3.3.12
Switching

3.3.12.1

bidirectional (protection) switching: A protection switching mode in which, for a unidirectional fault, the normal traffic signal in both directions (of the "trail", "subnetwork connection", etc.), including the affected direction and the unaffected direction, is switched to protection.

3.3.12.2

unidirectional (protection) switching: A protection switching mode in which, for a uni‑directional fault (i.e., a fault affecting only one direction of transmission), only the normal traffic signal transported in the affected direction (of the "trail", "subnetwork connection", etc.) is switched to protection.
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Figure 3/G.808.1 – Switching types
	1.1.33 3.3.12
Switching

3.3.12.1

bidirectional (protection) switching: See ITU-T Rec. G.780/Y.1351.

3.3.12.2

unidirectional (protection) switching: See ITU-T Rec. G. 780/Y.1351.


[image: image6.wmf]
Figure 2/G.808.1 – Switching types

	1.1.34 3.3.13
Time

3.3.13.1

detection time: The time between the occurrence of the fault or degradation and its detection as a defect condition and consequential activation of SF or SD condition.

3.3.13.2

hold-off time: The time between declaration of SF or SD condition and the initialization of the protection switching algorithm.
3.3.13.3

wait-to-restore time: A period of time that must elapse before a transport entity (from a SF or SD recovered) can be used again to transport the normal traffic signal and/or to select the normal traffic signal from.

3.3.13.4

switching time: Time between the initialization of the protection switching algorithm and the moment the traffic is selected from the standby transport entity.
	1.1.35 3.3.13
Time

3.3.13.1

detection time: See ITU-T Rec. G.870/Y.1352.

3.3.13.2

hold-off time: See ITU-T Rec. G.870/Y.1352.
3.3.13.3

wait-to-restore time: See ITU-T Rec. G.870/Y.1352.

3.3.13.4

switching time: See ITU-T Rec. G.870/Y.1352.

	1.1.36 3.3.14
Transport entity

3.3.14.1

transport entity: an architectural component which transfers information between its inputs and outputs within a layer network. Examples are: trail, network connection, subnetwork connection, link connection. 
3.3.14.2

transport entity protection: A method that allows transporting a traffic signal via more than one pre-assigned transport entity. The transport of a normal traffic signal via a working transport entity is replaced by the transport of this normal traffic signal via a protection transport entity if the working transport entity fails (SF condition), or if its performance falls below a required level (SD condition).
3.3.14.3

protection transport entity: The transport entity allocated to transport the normal traffic signal during a switch event. Protection transport entity may be used to carry extra traffic in the absence of a switch event. When there is a switch event, normal traffic on the affected working transport entity is bridged onto the protection transport entity, pre-empting the extra traffic (if present).

3.3.14.4

working transport entity: The transport entity over which the normal traffic signal is transported.

3.3.14.5

active transport entity: The transport entity from which the protection selector selects the normal traffic signal.

3.3.14.6

standby transport entity: The transport entity from which the protection selector does not select the normal traffic signal.

3.3.14.7

group: Two or more transport entities, which are treated as a single entity for protection switching. Typically those transport entities are routed over the same links within the protected domain.
	1.1.37 3.3.14
Transport entity

3.3.14.1

transport entity: See ITU-T Rec. G.870/Y.1352. 
3.3.14.2

transport entity protection: See ITU-T Rec. G.870/Y.1352.
3.3.14.3

protection transport entity: See ITU-T Rec. G.870/Y.1352.

3.3.14.4

working transport entity: See ITU-T Rec. G.870/Y.1352.

3.3.14.5

active transport entity: See ITU-T Rec. G.870/Y.1352.

3.3.14.6

standby transport entity: See ITU-T Rec. G.870/Y.1352.

3.3.14.7

group: See ITU-T Rec. G.870/Y.1352.

	3.3.15
protection: This makes use of pre-assigned capacity between nodes. The simplest architecture has one dedicated protection entity for each working entity (1+1). The most complex architecture has m protection entities shared amongst n working entities (m:n).
	3.3.15
protection: See ITU-T Rec. G.870/Y.1352.

	3.3.16
restoration: This makes use of any capacity available between nodes. In general, the algorithms used for restoration will involve rerouting. When restoration is used, some percentage of the transport network capacity will be reserved for rerouting of normal traffic. Further description of restoration is not within the scope of this Recommendation.
	3.3.16
restoration: See ITU-T Rec. G.870/Y.1352.

	3.3.17
escalation: A network survivability action caused by the impossibility of the survivability function in lower layers.
	3.3.17
escalation: See ITU-T Rec. G.870/Y.1352.

	3.3.18
hitless protection switch: Protection switch which does not cause characteristic or adapted information loss, duplication, disorder, or bit errors upon protection switching action.
	3.3.18
hitless protection switch: See ITU-T Rec. G.870/Y.1352.

	3.3.19
impairment: Fault or performance degradation which may lead to SF or SD trigger.
	3.3.19
impairment: See ITU-T Rec. G.870/Y.1352.

	3.3.20
network survivability: The set of capabilities that allow a network to restore affected traffic in the event of an impairment. The degree of survivability is determined by the network's capability to survive single impairments, multiple impairments, and equipment impairments.
	3.3.20
network survivability: See ITU-T Rec. G.870/Y.1352.

	3.3.21
protection ratio: The quotient of the actually protected bandwidth divided by the traffic bandwidth, which is intended to be protected.
	3.3.21
protection ratio: See ITU-T Rec. G.870/Y.1352.

	3.3.22
subnetwork interworking: A network topology where two subnetworks (e.g., rings) are interconnected at two points and operate such that failure at either of these two points will not cause loss of any traffic, except possibly that dropped or inserted at the point of failure.
	3.3.22
subnetwork interworking: See ITU-T Rec. G.870/Y.1352.

	3.3.23
survivable network: A network that is capable of restoring traffic in the event of an impairment. The degree of survivability is determined by the network's ability to survive single link impairments, multiple link impairments, and equipment impairments.
	3.3.23
survivable network: See ITU-T Rec. G.780/Y.1351.

	3.3.24
switch event: A switch event exists if either a fault condition on a working transport entity, or an external command exists, and the protection algorithm has concluded that this fault condition or external command is the highest priority event.
	3.3.24
switch event: See ITU-T Rec. G.870/Y.1352.


_____________________________
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