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Abstract

Telecommunications actors are dealing with the NGN (Next Generation Network) concept while no common understanding or path of migration towards this next major step evolution of networks is achieved.

In this paper, we propose a set of definitions starting from a so-called " target NGN " that mainly answers three issues:

· to satisfy end users for providing them the most complete set of services they are asking for (Multi-Media - MM, generalised mobility, Virtual Home Environment - VHE),

· to provide operators ruling a " target NGN " with the ability to support any kind of services with the most appropriate resources to both imeet their commitments while making their network profitable,

· to favour relationships between end users and Service Providers (SP), and between SP and Network Providers
Roughly two ways of migration towards " target NGN " are proposed each one based on a services separation viewpoint, namely NGN telephony versus NGN data, which more or less corresponds to two different kind of equipment supplied by manufacturers. 

We then address the evolution of an IP domestic network, including access, edge and core. Some major points of evolution towards "target NGN" are discussed: services and resources control separation, support of voice over IP and mobility (mobile IP, VHE), introduction of Quality of Service and, in the same way, scalability issues (IPv6). 

As a conclusion, possible synergies between IP, mobile and telephony networks evolution towards NGN are pointed out.

1. Introduction

In this paper, it is first proposed a set of definitions to characterise NGN solutions and in particular a so-called " target NGN ". It is then applied to the services and network evolution of an IP domestic network whose final state would be compliant with the proposed " target NGN ". 

Important matters related to this evolution such as:
· IP services and network current state,

· control plane architecture,

· VoIP,

· Mobility and nomadism ,

· QoS support, 

· IPv6 migration,

are also dealt with.

As a conclusion, possible synergies between IP, mobile and telephony networks evolution towards NGN are pointed out.

2. Definition

Given that numerous studies and working groups are currently claiming they work on Next Generation Networks - NGN - it is important to propose a set of definitions. We chose to base them upon functional architecture principles. These proposals aim at helping to provide a common understanding and vocabulary related to NGNs.

2.1. NGN

NGN solutions are characterised by the following main attributes:

· A services control layer independent from the bearer resources,

· A transfer layer in packet mode (ATM, IP...),

· Open and better standardised interfaces, between the services control and the resources control,

· The externalisation of part of the control functions with regards to the transfer layer.

The expected advantages from an architecture compliant with those principles are:

· the ability to support any kind of services,

· the architecture flexibility gained from the independence between services (both plain and enhanced services) and bearer resources, 

· the resources mutualisation stemming from the two preceding points,

· the use of any kind of transmission support (ADSL, SONET, SDH, WDM, radio...).

Note that externalised control functions are not necessarily enclosed within the same functional group, a fortiori within the same equipment. It is important to note that some solutions are considered as NGN ones although they do not respect the whole set of rules proposed here. 

2.2. Target NGN, Telephony NGN, Data NGN

2.2.1. Target NGN

Definition: a NGN is a "Target NGN" in case it supports all kinds of telecommunications services and meets the NGN features proposed in § 2.1.
These services supplied to residentials, professionals and enterprises might be public or private (VPN), fixed or mobiles, monomedia or multimedia, at fixed or variable bit rate, real time or not, unicast or multicast, reconfigurable. They must allow customers mobility/nomadism, terminals portability, communications confidentiality, short establishment times, an absolute or relative quality of service and a high availability.

Some networks handle Quality of Service (QoS), while some do not. To reach the target while taking into account existing networks, there are paths of migration. Those paths are identified after the technology or the kind of equipment used at the network access or core: IP, MPLS, ATM, OTN, etc.

Consequently, the NGN issue consists in:

· Interconnecting access and core networks,

· Evolving core and access networks,

while abiding by the NGN features proposed in § 2.1.

When the PSTN evolution towards NGN is considered, one sometimes meets the labels "Telephony NGN " or " Data NGN ". It is the services they support that distinguish one from each other.
 Figure 1 illustrates the Telephony NGN, Data NGN and Target NGN notions.
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Figure 1: Relative positioning of different NGN according to the services supplied

2.2.2. Telephony NGN 

Definition: a NGN will be labelled "Telephony NGN" when it is at least able to support the whole set of existing telephony services (plain, enhanced and IN services) with matching Quality of Services, QoS.
It is aimed to achieve the PSTN evolution towards NGN. The architecture must allow the network operator to seamlessly introduce a next generation architecture into its network without disrupting existing voice services, SS7 infrastructure, IN network or operations systems. At the same time, the architecture performs voice switching over an independent, multi-service backbone network that provides only transfer resources. Similar architectures, supporting either VoIP or VoATM, are currently studied in various standardisation bodies.
Starting from this objective seems not incompatible with the aim to support multimedia services later on. Actually, given that the transfer layer is in packet mode, additional services should also be supported. However, initial " Telephony NGN " solutions are most often based upon Call Servers enclosing a telephony call processing and controlling VoATM media gateways. This is not inherent to a Telephony NGN solution but rather corresponds to a technical state of the art. The calls are switched across the ATM packet network between pairs of gateways. From the perspective of the SS7 network and the originating and terminating TDM switches, the call server/gateways set is seen as a distributed synchronous switch. Nevertheless this kind of components used in a first " telephony NGN generation " might reveal badly adapted to later on support multimedia services.

2.2.3. Data NGN 

Definition: a NGN will be labelled Data NGN when it is not able to support the whole set of existing telephony services (plain, enhanced and IN services) with matching Quality of Services.

In counterpart, " a data NGN " supports other services such as data, voice over IP and/or multimedia. Given this convention, under the " Data NGN " label are grouped a vast set of services of different kind. Generally speaking, via a " Data NGN " architecture one aims at offering to end-users services more or less multimedia that most often comprise a voice component.

Voice over IP (VoIP) is a Data NGN service supplied to end-users that can be first thought of. The VoIP services are in some or many ways of lesser quality with regards to existing telephony services but they are liable to open greater perspectives. 

The "Target NGN" includes services supported by Telephony NGNs and those supported by Data NGNs. Then Target NGNs can be considered as the final evolution of these two ones.

2.3. Core and Local NGNs

Reminder: Access, Edge and Core
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A Wide Area Network, (WAN), can be divided into access, edge and core parts with regards to the transfer plane. 

Figure 2: network topography & terminology 

The access part is the transport network part that relies end-users to the first edge node. It performs link level functions such as multiplexing, possibly concentrating. On the other hand, it does not perform level 3 functions such as switching or forwarding.

The edge part is characterised by:

· the first service node ensuring switching/forwarding, in other words the first node enclosing network layer functions (cf. G.803),

·  possibly adaptation functions for network cores interconnection (NAS, BAS, GGSN,…).

The core part interconnects edge nodes and offers access to international networks.

2.3.1. Core and trunking NGN solutions

Definition: A network solution will be labelled " core NGN " when it covers the core network part and follows most of the rules proposed in § 2.1. 
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Another important solution often labelled "trunking" is related to the core network evolution has to be quoted. It aims at interconnecting narrowband switches, LEX or MSC, over a packet core network. 

Figure 3: transit NGN or trunking 

These solutions use Call Servers (CS), which are most often centralised, that control remote Media Gateways (MG) located anywhere in the network. The packet network can rely on the transfer mode and control protocols of its choice (ATM, IP, MPLS, PNNI, B-ISUP...) to evolve at its own pace. [1]

This architecture allows the network operator to seamlessly introduce a next generation architecture into its network without disrupting existing voice services, SS7 infrastructure, IN network or operations systems. At the same time, the architecture performs voice switching over an independent, multi-service backbone network that provides only transfer resources. Similar architectures, supporting either VoIP or VoATM, are currently studied in various standardisation bodies [2], [3], [4], [5], [6].

From the perspective of a homogeneous network, this is not strictly speaking a "core NGN" architecture. Actually, this "trunking" NGN solution aims at introducing adaptations both in the transfer and control planes in order to remove the traditional TDM core network : the transit network.

2.3.2. Local NGN solutions
Definition: A network solution will be labelled a "Local NGN" when it covers the access and edge network parts and follows most of the rules proposed in § 2.1.

For instance, a Local NGN solution would consist in emulating LEX functions. Ideally, it would do more than that supporting a large range of services and taking into account various access of different kind (xDSL, Optical Fiber, SDH, PDH, …). 
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Figure 4: possible local and core NGNs

Description of a domestic IP network

2.4. General architecture

Figure 5 shows the general architecture of a traditional domestic IP network.
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Figure 5: Traditional domestic IP network
2.5. Services

Traditional domestic IP networks basically provide best effort data services supplied to residential customers, professional customers and companies. Internet, Intranet and Extranet connectivity is possible.

Two main services are supported:

· aggregation services that consist in collecting the traffic of not-always connected users through Access Servers such as NAS and BAS and delivering it to IAPs/ISPs,

· transport services that convey the traffic of always connected users between sites directly attached to the IP network and towards Internet.
The data services are based on the Ipv4 protocols with unicast capabilities. Multicast services may also be supported. In general, there is no service differentiation through differentiated service classes. Best effort services are only available. A certain level of QoS is achieved by the over provisioning of the network resources but without any QoS guarantee.

In addition voice services such as Internet Call Waiting, Centrex IP and VoIP services may be proposed over the data infrastructure.

2.6. Network architecture

The network architecture can be topologically split into three parts: access, edge and core.

The access is the part between the customer and the edge router that collects and concentrates the customer traffic. Two Access Server types are deployed, NAS for narrowband switched connections and BAS for broadband permanent connections.

The POTS and ISDN networks provide narrowband switched connections from a fixed access to a NAS. The GSM network supports narrowband switched connections from a mobile access to a NAS. In general, NASes are connected to the access networks through network-network interfaces (NNI). In this case, the signalling is conveyed by the SS7 network and processed by a signalling gateway that remotely controls the NASes.

Today there exists two kinds of NAS, namely data-oriented NAS and voice-oriented NAS. A data-oriented NAS provides access to native IP services, whereas a voice-oriented NAS acts as a voice gateway between the POTS and the VoIP service.

The ADSL and cable networks provide permanent broadband connections from a fixed access to a BAS.

Before getting access to the IP services, customers must be authenticated by their ISP/IAP. For this purpose, NASes and BASes send an authentication request to a proxy RADIUS server that relays the demand to the RADIUS server of the IAP/ISP in charge of its customer. The latter server accepts or rejects the demand and acknowledges it.

The edge part includes edge and border routers that support the interface with the access network, internal servers, ISPs/IAPs and Internet. They concentrate the traffic and perform specific edge functions such as flow classification and conditioning, external routing protocols processing and network-based VPN handling.

The core part is comprised of core routers that route and forward aggregated flows.

In some domestic networks, MPLS may be used in addition to IP to improve the traffic engineering and to support network-based IP VPNs.

When voice services are provided, Call Servers shall be deployed. These Call Servers register users, process call requests, control voice-oriented NASes and interact with the legacy POTS/ISDN switches and Service Control Points when necessary.

2.7. NGN-like features

Considering today's domestic IP networks characters it can be can said that some of them comply with NGN features, for instance:

· separation of transport resources from AAA servers and call control,

· service portability over a given access network,

· use of a packet transport to support every service (data, voice).

But these IP networks also have a number of limitations:

· no QoS guarantees and no differentiated services as required by some users and applications,

· no service control servers on top of the call servers for value-added services,

· no service portability over different access networks,

· no service portal.

3. IP networks towards target NGN

3.1. Control Plane 

3.1.1. Functional architecture 

In order to follow the rules proposed in § 2.1, the control plane has to respect the services-resources separation principle. It is applied by splitting logically the control plane between resources and services processes. [4]

The control plane is then composed of 2 main parts: the services control, that analyses services requests independently of the required resources, from the resources control, that logically organises resources of the user plane and monitors them.

The Services Control and the Resources Control are themselves divided into: 

· Access to the Services Functions, (ASF), & Unitary Services (US),

· Access to the Resources Functions, (ARF), & Resources Control, (RC). 
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Figure 6: the services & resources control

An Access to the Services Functions carries out:  access sessions to the services (e.g. access to a menu), customers' authentication and profiles modification. It knows on one side the customers profile and on the other side the available services (US locally provided, other ASF, etc.). It begins a session of Unitary Services in accordance to the service request. 

A Unitary Service performs the service logic that translates a service request into a resource request.

An Access to the Resources Functions (ARF) is a sort of resources retailer and provides access to the Resources control.

The network Resources Control (RCn), takes into account the parameters supplied by the ARF (rate, transfer delay, addresses, etc.) to compute the appropriate topological route, in accordance with the network state of resources. It distributes identifiers through signalling protocols, performs routing & path algorithms. 

There is one network element Resources Control, (RCne), per node. It checks the resources availability in real time, allocates accordingly the resources in the user plane, carries out switching and/or forwarding. It is specific of the connected oriented transfer modes. In non-reserved modes, IP for example, no Rcne is required since no CAC is involved whereas guaranteed modes require both RCne, associated marking and memory functions to hold-on matrix connections.

In any case, the routing function & the path selection function should be distinct. The first one updates routing bases, provides a set of path to the path selection function which computes on demand a path in answer to a given request. Path & bandwidth might also be allocated separately.

To sum up, the services control functions perform access to the services (e.g. menu, authentication, etc.), customers profiles modification, translation of a service demand into a resource demand whereas the resources control functions performs the set up, release and modification of the connections through routing and switching/forwarding.

Although the functional entities previously identified are present in today’s networks they are not "re-empting" after this structuring of the control plane. There are currently many efforts to structure the control plane in different "re-emption" on bodies and it is of vital importance to achieve interoperability. Reference points c and d are of vital importance. Reference point c allows services resources separation, and reference point d allows efficient use of different techniques, transfer mode, when network resources are not homogeneous. 

BICC, SIP, H248, but also Parlay or JAIN APIs are some examples of protocols or APIs whose evolutions have to be carefully monitored in order to reach the target NGN, to assess manufacturers proposals with regards to this evolution. [6], [7], [8]

3.2. Voice over IP: from data to telephony NGN

The benefits of using a packet network to transport voice are intrinsically numerous:

· Digitalizing and compression of voice, implying bandwidth gain, 

· Packet emission only if necessary (when voice activity detection is used),

· Statistic multiplexing at the network core.

In addition, as data networks over IP seem to grow quickly, it seems to be natural to study voice transport over IP in order to mutualize network resources.

Two main protocols define mechanisms to offer voice over IP (VoIP) services: H323 (ITU) and SIP (IETF). Both include transfer plane parameters negotiation like choice of codec for the terminal but also control plane:

· Registration,

· call admission,

· call control.

H.323 is quite close to classical telephony protocols (e.g. call proceeding looks like Q.931) whereas SIP is more like an internet world protocol (all requests are in text mode). Due to its simplicity SIP is expected to be the standard in the future (e.g. it has been chosen for UMTS), H.323 is today more industrially deployed. For a better understanding H.323 architectures are taken for example thereafter.

In H.323 architecture the gatekeeper, (GK), is the control platform. Inter-working between IP network and PSTN is performed by gateways (GW) for media stream and signaling gateway for the SS7 / IP signaling inter-working. A gatekeeper controls end points (GW and terminal) of a H.323 domain. End points have to register to the GK and perform call request (call admission). The call proceeding is performed in end points but "routed mode" enables the GK to monitor call proceeding and to trigger supplementary services if needed. These latter services could be performed within a SCP via an INAP interface or within an application server via API or proprietary interfaces.
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Figure 7: VoIP (H.323 and SIP) general architecture

For the time being, VoIP can be considered as part of Data NGN (as defined in § 2.2.3) since all classical telephony services are not developed and quality of service mechanisms (resource and control plane) are not well defined and implemented yet. VoIP operators and vendors make currently more effort on new multimedia services than on classical telephony services.

Assuming that some QoS mechanisms could be deployed within the IP network, VoIP platforms (GK or SIP server) must control transport elements such as modem NAS (dial-up access), BAS (broad-band access) and GW in relation with the call control. Practically, this means that it is necessary to introduce Media Gateway Controller (MGC) and Policy Server (PS) in VoIP architectures. Using a control protocol such as Megaco/H.248, MGC controls resources and QoS mechanisms (shaping, policing, tagging) in GWs. In the same way, a PS will control modem NAS and BAS using for instance COPS protocol. MGC and GK, or PS and GK, could be enclosed within the same platform or not.

Concerning service development, there are two major possibilities:

· Using an INAP/IP interface, IN existing services could be used. It seems to be a good way in order to offer classical IN services,

· Using an API or proprietary protocols, application server could be used in order to develop new multimedia services.

Thus, assuming § 2.1 criteria are met, introducing QoS (transport and control) and classical telephony service development, VoIP architectures may reach Target NGN. However, according to the definition given in 2.2.1, one important feature is missing : mobility.

3.3. Mobility and Nomadism

3.3.1. IP network and UMTS

UMTS is an evolution of GSM networks towards data transmission and broadband access. The core network is divided into a packet switched domain, (PS), and a circuit switched domain, (CS). 

In release 5 (R5) of UMTS studied in 3GPP, the CS domain is an evolution of classical GSM MSC towards NGN: split of MSC into Gateway MSC (G-MSC) for transport and MSC Server for call control. The PS domain is based on two platforms: SGSN and GGSN. The SGSN has an interface with the radio access network while the GGSN is on the IP backbone side. 

In UMTS R5, an Internet Multimedia Subsystem (IMS) is introduced. IMS is mainly composed of a CSCF (Call State Control Function) and a MGCF (Media Gateway Control Function). The PS domain associated with the IMS allows UMTS R5 to offer VoIP services. CSCF controls admission, incoming calls and communicates with HSS, (Home Subscriber Server), which is a customer database dealing with mobility and service profile. The MGCF controls gateways that perform inter-working between PSTN and IP network. SIP protocol has been chosen by 3GPP for UMTS R5. From a strict functional viewpoint, except for the mobility aspect, a CSCF is a SIP server.

Post R5 release proposes an evolution of PS domain towards NGN:  externalization of some control functions in SGSN and GGSN. Figure 8 shows this evolution.
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Figure 8: NGN introduction in CS and PS domains – post R5 architecture.

3GPP2 is considering IP for the mobility management. In these "full IP" scenarios mobile IP is a key component.

3.3.2. Mobile IP [9]

Obviously both for UMTS and fixed networks, mobility is a key feature to reach the target NGN. Mobile IP deals with mechanisms needed to manage macro-mobility at the IP level. Mobile IP mainly allows: 

· communication hold-on when a mobile moves from an IP sub-network to another,

· the use of the same IP address attached to a mobile and valid in all IP networks. 

The mobile IP architecture is composed of three main elements:

· Mobility function within the mobile node. This function is mandatory in the terminal and performs moving detection function (from an IP sub-network to another) and registration functions to a home agent, (HA), or a foreign agent, (FA).

· Home Agent function. This mandatory function is performed in the router that connects the home sub-network of the mobile. HA function is in charge of updating the information database for mobile location and reemitting to this location datagrams addressed to the mobile initial home location.

· Foreign Agent function. This mandatory function is performed in the router that connects the visited sub-network of the mobile. The FA function registers visiting mobiles and offers services such as datagrams routing to visiting mobiles.

Mobile IP principles are shown on Figure 9.
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Figure 9: Mobile IP architecture and principles.

As a conclusion IP network could both handle macro-mobility (e.g. in target NGN and partly in UMTS networks) and telephony services, thanks to respectively mobile IP and to SIP or H323 architectures.

3.3.3. VHE

Another aspect of this mobility is to be able to trace a user to know its profile and how to recognize it. The Virtual Home Environment (VHE) concept has been defined in ETSI [11, 12] 3GPP, group project dealing with the UMTS network and services, as " a system concept for personalized service portability across network boundaries and between terminals ". The VHE concept is such that UMTS users are consistently presented with the same personalized features, user interface capabilities and services no matter network and terminal in use, wherever users may be located. At any instant the exact configuration at user disposal depends on the USIM capabilities, terminal equipments and network currently being used or on the subscription restriction ( restricted user roaming ).

VHE will be created by a combination of capabilities handled by service providers, network operators and located within terminal equipments. Actually, the VHE can be considered as a distributed user profile. The service provider owns the profile outline which may be distributed at any instant between the Terminal Equipment, USIM, Network Operators and Service Providers. It is then not necessary for network operators to store permanently data related to a users' VHE.

These concept is appropriate to UMTS networks and have been designed in this context : the first goal is to allow users to always have a common look and feel of their service. In that way, user will not see a difference when using its services while roaming in other networks.

However, the VHE term is now more widely used since it is no more restricted to the mobile context but now concerns all type of networks. In a non UMTS context the initial definitions still hold since a global service provider would like to have a consistent view of its customers being potentially mobile, fixed and Internet customers.

The expected benefits overcome the complexity and offer greater perspective than UMTS only VHE :

· VHE provides users with the ability to receive customised and personalised services with a common look and feel, whatever its location and its terminal are,

· VHE offers flexibility to network operators enabling customised services to be offered over different networks without modifying the underlying network infrastructure,

· VHE offers to service providers a set of components for flexible service creation enabling them to develop services whose look is adapted to networks and terminal capabilities.

Greater complexity might stem from legal aspects or relationships between telecommunications actors. A customer global and unique view presents a great interest to global providers but major actors might be reluctant to share this knowledge with competitors even though they would reciprocally benefit from it.

The need for a global VHE support over various IP architectures currently studied (e.g. 3GPP, IETF, ITU, TIPHON) led Eurescom project P920 [12] to propose a generic model for an all-IP core network architecture. This model is a general functional abstraction to provide VHE services in an all-IP network and it can be mapped to all different architectures currently studied in fora.

The VHE service control can be based on the Open Service Architecture (OSA). OSA is an architecture enabling applications to make use of network capabilities via standardised interfaces. They are defined between applications and service capability servers that provide abstractions of the underlying network functions. This way, applications become independent from the network technology allowing the required separation between services and resources.

If an all IP network truly multiservice were able to integrate and manage voice, data, telephony and mobile services this will allow network operators to save a lot of money to improve return on investments and to gather as many customers as possible. 

With regards to this perspective, operators would need models to define what is a user, how to locate it, how to identify it and so on. Since obviously, a lot of functions are common to different networks : identification, authentication, user profile definition ; global operators would gain to share a common understanding of :

· The models that describe their customer (i.e. data attached to their customer),

· The functions that allow services to be delivered to their customer (i.e. applications dealing with customers),

· The equipment running these applications and the associated databases.

3.4. QoS support

The QoS support is a major requirement for the next generation IP networks. Best effort services have been provided up to now but the introduction of new services such as voice, videoconference and streaming requires more stringent QoS levels. Moreover, customers have differentiated needs that should be fulfilled by differentiated QoS levels.

In the future, IP networks should support several QoS levels, namely absolute QoS, relative QoS and best effort. Absolute QoS provides a strong guarantee on the different service parameters. This guarantee is independent of the other services. Relative QoS provides relative guarantees among different service classes. Best effort does not provide any guarantee.

The QoS support is a complex issue for many reasons:

· it is an end-to-end feature that involves every equipment in the path between the source and the destination possibly spanning several administrative domains,

· it involves every layer of the transfer plane and requires coordinated mechanisms and procedures in the transfer, control and management planes,

· different mechanisms and procedures must be used at different time scales (classification, conditioning, queuing, scheduling at microseconds, signalling at seconds, traffic engineering at hours/days, QoS monitoring at seconds/months),

· the QoS is characterized by a number of parameters that are often difficult to measure accurately and must be estimated over a long period.

Moreover the QoS support in IP networks is made more complex by the connectionless nature of IP protocols.

One way to provide a perfect QoS would be to have unlimited bandwidth all over the network. This approach is pushed by the fast progress in optical techniques, especially in DWDM. It may be relevant for the long term but it does not seem appropriate in the short and medium terms for the following reasons:

· unlimited bandwidth must be associated with unlimited switching but these unlimited resources are still very expensive,

· unlimited resources are not easy to provide in the access network,

· capacity planning will not be easy because of the generalized mobility and fast-evolving applications,

· every application will receive the higher QoS level even if it does not require this level and will pay for it.

Several concepts and mechanisms have been proposed to support QoS over IP networks. These concepts are still evolving.

The Integrated Services (IS) model [13] aims at supporting best effort, real-time and controlled load services as requested by the applications. This model is based on flow classification, resource reservation, admission control and packet scheduling. An explicit reservation protocol (RSVP) carrying flow specifications is used end-to-end to reserve resources within the routers. The IS model suffers from scalability issues in large backbone networks because of the per-application state within the network.

The Differentiated Services (DS) model [14] aims at implementing scalable service differentiation in the Internet without the need for per-application state at every hop. This model describes several mechanisms in the network nodes that can be used to build a variety of services. Packets are classified and marked by a code point in the IP header at network boundaries and each node along the path performs a specific per-hop behaviour (PHB) packet forwarding according to the code point. PHBs have been defined for the support of several service classes such as best effort service, real-time service and assured service. The DS model specifies mechanisms in the transfer plane but lacks control protocols and management tools to provide network-wide services.

The two previous IP service models do not completely meet the QoS requirements.

Multi Protocol Label Switching (MPLS) [15] has been first introduced to simplify and accelerate the forwarding within a packet network. In an MPLS domain, Label Switch Paths (LSP) can be automatically established for the transport of IP flow aggregates. A signalling protocol is used for the distribution of the labels among the nodes.

In addition to traffic aggregation, MPLS is valuable in such areas as traffic engineering, path protection and VPN support.

MPLS traffic engineering introduces explicit LSPs associated with attributes such as traffic parameters, priority, 
re-emption, resilience and policing. LSPs are established by a signalling protocol that reserves resources in each node. LSP routing requires IGP extensions for resource advertisement and a constraint-based routing process in the nodes. Admission control must be performed at two levels: firstly at the edge for the admission of the IP flows within the LSPs, secondly for the admission of the LSPs within the transmission paths.

MPLS traffic engineering can be extended for the support of Differentiated Services [16]. In this case, traffic engineering is performed at a per-class level instead of an aggregated level. Per-class-type information must be associated with LSPs and handled by the signalling protocol, IGP extensions and the constraint-based routing process.

Generalized MPLS extends MPLS signalling to include time-division, wavelength and spatial switching, paving the way to integrated IP/MPLS/DWDM networks supporting very high bandwidth.

We have addressed some possible solutions for the QoS support at the transport level. There are a number of additional issues surrounding QoS at this level and higher levels. We can mention:

· QoS-enabled applications,

· QoS policy management and enforcement,

· QoS control through static, dynamic or scheduled procedures,

· QoS monitoring at the network and customer levels,

· per-QoS class accounting and charging,

· inter-domain QoS support,

· QoS economic model between peers.

A full QoS support is very complex to implement in packet networks and its introduction will be progressive by necessity.

3.5. IPv6 migration 

Due to the exponential growth of the Internet, the lack of Ipv4 addresses has been the primary reason for the evolution of the IP protocols. More generally speaking, Ipv4 has not been designed for a generalized use in public networks and the current deployment highlights a number of limitations. However IPv4 is still evolving in order to prolong its lifetime. For instance, techniques such as Classless Inter Domain Routing (CIDR) or Network Address Translator (NAT) allow alleviating the addressing issue.

IPv6 [17] has been designed to fix the IPv4 limitations (not only the addressing issue) in order to meet the requirements for a large-scale worldwide deployment.

IPv6 supports a number of enhanced features, such as:

· larger unicast and multicast address space,

· anycast address,

· aggregatable addressing for hierarchical routing,

· host address auto configuration,

· easy site renumbering,

· flow identification for QoS support,

· streamlined packet formats for improved forwarding performance,

· multicast support (explicit scope),

· extension headers used for supplementary capabilities,

· security providing packet authentication and encryption,

· mobility improvement through auto configuration, security, anycast address and destination options.

IPv6 protocols will play a central role in the future packet networks. However there is a large amount of IPv4 equipment currently deployed in public and private networks and both protocols will coexist for a long time. Several transition mechanisms have been incorporated in the Ipv6 design to help with the migration phase.

4. Conclusion

So far there have been a lot of technical limitations for the provisioning of telecommunications services and networks. As a result, a variety of networks have been deployed each one more or less dedicated to a particular service. Most of the previous constraints are no longer valid given the fast evolution in architectures and broadband technologies (control/transfer plane evolution, xDSL, UMTS, DWDM, packet transfer) and many legacy networks are evolving towards Next Generation Networks.

The architectures of these Next Generation Networks are based on the same principles, namely packet transfer resources, a resources control independent of the transfer resources and a services control independent of the resources control. These new architectures will provide more flexibility for the support of existing and new services. In particular, customers should be provided with personalized services across networks and between terminals, over mobile or fixed accesses whatever their location is thus enabling generalized multimedia mobile services.

This is the target. Beforehand, a lot of technical issues have to be overcome at each level of the architecture. In this paper, these issues have been more specifically addressed in the case of IP transport. Special attention should be paid to fixed and mobile service convergence. Many of these issues are currently under study in several standardization bodies and fora, should they be consistently dealt with in order to make this attractive future happen.
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Glossary

ARF: Access to the Resources Function

ASF: Access to the Services Function

AP:  Application Part

BAS: Broadband Access Server

CAP: Camel Application Part

CS: Call Server

CSCF: Call State Control Function

DWDM: Dense Wavelength Division Multiplexing

FA: Foreign Agent

GGSN: Gateway GPRS Support Node

GK: GateKeeper

HA: Home Agent

HSS: Home Subscriber Server

IAP: Internet Access Provider

IGP: Interior Gateway Protocol

INAP: Intelligent Network Application Part

ISDN: Integrated Services Digital Network

ISP: Internet Service Provider

LEX: Local EXchange

LSP: Label Switched Path

MG: Media Gateway

MGC: Media Gateway Control

MGCF: Media Gateway Control Function

MPLS: MultiProtocol Label Switching

MSC: Mobile service Switching Center

NAS: Network Access Server

NGN: Next Generation Network

PHB: Per-Hop Behaviour

POTS: Plain Old Telephone Service

PS: Proxy SIP

PSTN Public Switched Telephony Network

QoS : Quality of Service

RC: Resources Control

SC : Services Control

SGSN: Serving GPRS Support Node

SGW: Signalling Gateway

UMTS: Universal Mobile Telecommunications System

VHE: Virtual Home Environment

VPN: Virtual Private Network
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� This is different from the distinction based upon equipments where the ones issued from the traditional Telecom world are said "Telephony path" and the ones issued from the IP world are said " Data path ". It is then not applied in this document.


� H.323 and SIP architectures are not different enough to have them both examined in this article. 
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