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	Comment No.
	Commenter ID
	Where?[footnoteRef:1] [1:  List what part of the document the comment applies to, e.g. clause/subclause number, paragraph, figure or table number.] 

	Type[footnoteRef:2] [2:  Type of comment: E = editorial; T = technical; G = general] 

	Comment
	Proposed change

	1
	Simão Campos
	Page 18: Model design and purpose > Header: “Privacy and Security”
	E
	Should this be in italics? Numbered?
	Thank you for this comment. We agree, this should be in italic and numbered with “6. Privacy and Security”. 
Comment accepted

	2
	Melissa McCradden
	Contributors > External experts
	E
	Change of affiliation from University of Toronto to Hospital of Sick Children
	Thank you for this comment and the update on your affiliation, Melissa. Comment accepted > Change of affiliation from University of Toronto to Hospital of Sick Children

	3
	Jakir Hossain Bhuiyan Masud
	Figure 1 - header of the figure
	E
	The header of the figure is called “Framework for evaluation of AI technologies in health”
The comment is added to the marked word “health” and includes “Need to mention internal and external validation”
	Thank you Jakir for the comment. Please note that the header of the figure describes the whole framework for AI applications in health including the phases “Design and purpose”, “Analytical validation”, “ Clinical validation”, “Ongoing Monitoring”. Internal and external validation are part of the “analytical validation” phase described in detail in chapter 7. Therefore, we wouldn’t add “internal and external validation” in the header because in this context it wouldn’t be necessary. 
We acknowledge the comment but confirm that the suggested change does not need to be made for the reasons outlined above.


	5
	Jakir Hossain Bhuiyan Masud
	Page 18: Model design and purpose > Header: “Privacy and Security”
	E
	Referring to Simao’s comment “Should this be in italics? Numbered?” > Jakir: “You are right. Should be numbered”
	Thank you for this comment. We agree, this should be in italic and numbered with “6. Privacy and Security”. 
Comment accepted

	6
	Jakir Hossain Bhuiyan Masud
	Page 18: Header > Analytical validation, comment refers to the marked word “validation”
	E
	Need more about Internal and External Validation. Why and how it should be?
	Thank you for this comment. The section “Analytical validation” describes the validation of an AI model in silico. External and internal validation are part of this process and are described in detail in this chapter on pages 18,19,20. The description includes the purpose (“why”) and in which way (“how”) the AI model should be tested on internal and external datasets including why it is important to test the model on unseen “external data”. 

The chapter already includes information on internal and external validation, and why this is important to consider in the evaluation process of an AI system. We acknowledge the comment but confirm that the suggestion is already included in the document, so no new changes need to be made.

	7
	Zdeněk Gütter
	p. 5: Change of affiliation
	E
	Deleted: University hospital of Olomuc, replaced by Ministry of Health of the Czech Republic
	Comment accepted > Change of affiliation: University hospital of Olomuc, replaced by Ministry of Health of the Czech Republic

	8
	Zdeněk Gütter
	p. 10/11: Added abbrevations
	E
	Add abbreviations of more terms examples
	Accepted and added additional abbrevations

	9
	Zdeněk Gütter
	P 17: Examples might include first and second bullet point
	E
	· Patient level benefits such as an improvement of the patient experience, including reduced waiting times and better clinical outcomes (e.g., improved survival rates, reduced complications compared with current context relevant standard of care), improvement of health literacy and patient empowerment (e.g., personal health guides), quicker linkage from diagnosis to care, or reduced out of pocket expenditure.
· Clinical workflow benefits such as a reduced administrative burden on health care professionals (HCPs), increased time to care, improved accuracy and provide a better HCP experience.
	The suggestions made are acknowledged, but the section is talking about a non-exhaustive list of examples. Therefore, it is not necessary to add more examples to say the same point. 

	10
	Zdeněk Gütter
	p.17: Describing potential risk and harm
	E
	Other initiatives, mostly driven by stakeholders in regulation elaborated instructions or guidelines for medical device manufacturers, notified bodies and authorities to gain a common understanding of AI related requirements and best practices, to guide the development, verification and validation as well as the post-market surveillance of medical devices that incorporate machine learning algorithms, to guide the compilation and the review of the respective technical documentation. An example is the Guideline for AI for medical products (available on GitHub as Guideline-AI-Medical-Devices_EN.md, last updated on Dec 21, 2021) 

	
Thank you for the comment. This is already covered by the Regulatory Working group, and linked in the document as well, so it would not be necessary to add a paragraph that has already been covered. 

We acknowledge the comment but confirm that the suggested change does not need to be made for the reasons outlined above.



	11
	Zdeněk Gütter
	Page 19: Algorithmic validation requires 3)
	E
	Deleted “AI” in this sentence: Over time, the standard of care will likely evolve to human and AI (augmented intelligence).
	Deleting “AI” from the sentence makes us lose the point of what was intended to be said. 

We acknowledge the comment but confirm that the suggested change does not need to be made for the reasons outlined above


	12
	Zdeněk Gütter
	Page 21: Last paragraph, rephrasing the sentence: 
However, as the EHR system is predominantly designed for billing and insurance the data may not necessarily be of best quality or format for the generation and testing of clinically orientated AI models.

	E
	However, it should be noted that certain information systems operated by HCPs may be predominantly designed for administration, billing and insurance purposes and may not necessarily contain health data of best quality or format for the generation and testing of clinically orientated AI models.
	Changes acknowledged and accepted


	13
	Zdeněk Gütter
	Page 22, ethical considerations, box 2
	E
	This is for consideration as I do not know whether this box just repeat text from other sources or allows also further clarification. Repurposing of data as such may not always be wrong.  
Additions: Valid concerns about the unethical or improper repurposing of data, or ‘function creep’, wherein data shared initially for health purposes may be used by other government agencies or insurances to exercise control or employ punitive measures against individuals, or that technology providers may collect and use excess data, or so-called ‘behavioural data surplus’ for uses that raise ethical, regulatory, legal and human rights concerns
	The point being made here is more about the concerns about this concept. Not to do with whether or not indeed it would always be right or wrong. 

We acknowledge the comment but confirm that the suggested change does not need to be made for the reasons outlined above


	14
	Zdeněk Gütter
	Page 27, Regulatory requirements 
	E
	Adding: “Besides MDR, new AI Act (first draft was published in April 2021; in March 2023 after amendments still in negotiation) is a proposed by European Commission to regulate AI systems and their design and operation. The regulation follows a risk-based approach, differentiating between uses of AI that create (i) an unacceptable risk, (ii) a high risk, and (iii) low or minimal risk with regard to  the health and safety or fundamental rights of natural persons. Many AI systems for healthcare can be classified as high risk and before their placing on the market or putting into service they will undergo relevant conformity assessment procedure. Manufacturers and providers of such high-risk AI systems will have a number of further obligations.”  
	Thank you for the addition. Please note that the AI act is mentioned and cited on page 26. 
The suggestion is already referenced in the document. The reference has been updated and includes the final link to the AI act (not the draft) which was published in the meantime 

We acknowledge the comment but confirm that the suggested change does not need to be made for the reasons outlined above.

	15
	Zdeněk Gütter
	Page 32: Economic evaluation > Reimbursement
	E
	Adding the paragraph: Reimbursement is heavily dependent on healthcare system in a county in question. Generally, there are 3 main areas that are in focus what it comes to reimbursement: procuring or purchasing the AI tool or software license by HCPs, payment to HCPs for the time/effort associated with using the AI tools in procedures  (performance payments) and reimbursement of AI-based devices which are used by patients. With the increasing use of various software solutions in healthcare, including AI systems, there is a noticeable trend for the process of including AI solutions in the reimbursement list to be systematic, transparent and professionally justified.  

	Thank you for the suggestions but this is already all covered in the section in question. 
We acknowledge the comment but confirm that the suggested change does not need to be made for the reasons outlined above.

	16
	Rohit Malpani
	Page 13 and 14 and 38: Ethics principles
	E
	· Ensuring transparency, intelligibility and considering the requirements for explainability > deleting “considering the requirements 
· Fostering AI technologies responsibility and accountability > deleting “AI technologies”
· Such legal and non-legal governance of AI technologies can help to balance competing influences and demands and maximise the benefits of these technologies while addressing or mitigating ethical and human rights related concerns. > deleting “influences and”
	changes accepted

	17
	Rohit Malpani
	Page 21: Building high-quality representative datasets
	E
	Referring to the term “peoples groups” > Perhaps could use a better term here? 
	Thanks for the comment, we agree and changed to ‘certain groups of people’

	18
	Rohit Malpani
	Page 26: 
	E
	Adding a reference on older persons: 
	Accepted the reference and have changed to adding the term ‘or for example, people at extremes of age’ to also include younger people who might be under-represented in datasets.

	19
	Kassandra Karpathakis
	Page 5: change of affiliation
	E
	Changing affiliation from Decimal.health to Harvard University
	Done. 


____________________
