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	ID
	Commenter information (name, organization, e-mail address)

	A
	Norbert Jastroch, MET Communications GmBH, norbert.jastroch@metcommunications.de



	Comment No.
	Commenter ID
	Where?[footnoteRef:1] [1:  List what part of the document the comment applies to, e.g. clause/subclause number, paragraph, figure or table number.] 

	Type[footnoteRef:2] [2:  Type of comment: E = editorial; T = technical; G = general] 

	Comment
	Proposed change
	Comment Resolution

	1
	A
	Document date
	E
	The document is dated September 2020, more recent developments are not reflected. 
	A respective update/rework would be strongly advised.
	The date was updated and several updates to the text have been made to reflect recent publications. 

	2
	A
	Page 1, page 4
	T
	Regarding "data for training and test", cf. 1c), page 1, and page 4: There is much more to consider than is done in this deliverable, probably under the headline of Data Quality and Privacy resp. Data Curation. Compare a paper on this subject we have provided:
 
Jastroch, N.: (2020) Trusted Artificial Intelligence: On the Use of Private Data. In: Nyffenegger F., Ríos J., Rivest L., Bouras A. (eds.) Product Lifecycle Management Enabling Smart X. PLM 2020. 
IFIP AICT, vol. 594, pp. 659-670. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-62807-9_52  
	
	Did not have access to the article that was mentioned, but did make updates to the scope that mentions data development plan, safety management, and security management. Updates on these topics were also made to the main body of DEL04

	3
	A
	Software lifecycle
	T
	Regarding the software lifecycle process, cf. 1a), page 1, and Proposed Solution page 4 to 7: A little touched upon, but not really elaborated is what must be considered specific to AI systems lifecycles, i.e. the fact that during operation and due to machine learning operations AI systems own a specific dynamic which has to be addressed in the operational phase of the product lifecycle.
	
	Added a section that discusses data lifecycle and leverages the work done in CTA-2107 (which was published after the original version of DEL04). Also added data lifecycle diagram. 

	4
	A
	Risk Management
	T
	Regarding risk management, 7.2 page 4, 7.19 page 5, and fig. 4 page 8: Risk management issues are only addressed in rudimentary form. 
	This should be elaborated more deeply. Compare our paper on that issues (also wrt (3) above):
 
Jastroch, N.: (2022) Applied Artificial Intelligence: Risk Mitigation Matters. In: Canciglieri Junior, O., Noël, F., Rivest, L., Bouras, A.(eds.): Product Lifecycle Management. Green and Blue Technologies to Support
Smart and Sustainable Organizations. PLM 2021. IFIP AICT, vol. 639, pp. 1-14. Springer Nature, Switzerland (2022). https://doi.org/10.1007/978-3-030-94335-6_20

	The paper would be substantially larger it to repeat the risk management process. Instead, there are pointers to risk management standards, including a soon-to-be-published technical report (TR 34971) which lists a number of failure modes for ML systems. 

The introduction was also updated to point to one of Norbert’s ITU papers.
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