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1 [bookmark: _Toc129911021][bookmark: _Toc129983320]Project scope and objectives
This document contains the project proposal for developing a policy framework for the standardization of FG-AI4H AI-for-health assessment platform to serve as a global digital public good.
The FG-AI4H AI-for-health assessment platform aims to build reasonableassurance mechanisms to maintain and/or improve the performance; safety andeffectiveness of AI based products/tools for health applications. One of the core objectives behind the development of FG-AI4H AI-for-health assessment platform is to make it capable of multinational deploymentas a global digital public good.To serve the purpose of digital public good, the assessment platform is developed using open source software and policies. The platform also needs to be adapted to different country settings to address their specific health system challenges, needs and priorities with the support of harmonized platform standardization policy framework.
The proposed policy framework by ITU is intended to be served as a policy tool for the ministries of information technology / ministries of health / regulators of member states with the aim of providing systematic guidance on the standardized procedure and steps needed to adopt and/oradapt the FG-AI4H AI-for-health assessment platform to the country specific requirements.
Specific objectives
•	to design an analytical framework to generate evidence and explain the causation of policy effects or implications across technological, economic, organizational, political and socio-cultural dimensions for the standardization of AI-for-health assessment platform as a global public good.
•	to evaluate how the policy design analytical framework can guide preparation of guidelines to standardize regulatory sandboxes, conduct ex-ante constructive technology assessments and ex-post regulation evaluations of AI products
•	to evaluate how the proposed policy recommendations helps improve the efficiency of the existing regulatory compliance process in terms of traceability and testability of AI  product life cycle requirements specifications.
•	to evaluate how the proposed policy impacts multi-stakeholder engagement and institutional mechanisms towards democratizing an integrated AI-for-health technology platform to be used as a global public good.
2 [bookmark: _Toc129983321]Project background
In the last 5 years there has been significant progress in global digital health governance with the emergence of new standardization policiesaroundthe AI based technologies. Global guidance on AI technology standardization policies can help inform country-level digital health governance in better managing their digital health systems with increased transparency and accountability.In order to offer controlled autonomy to the AI industry,technical standards must be established while legislative bills are beingdiscussed. Technical standardization has the capacity for regulatory and policy diffusion (CanteroGamito, M. (2021).An agile interaction between the “industries andservice providers” and the regulatory agency is supportedby the standardization of the research process(de Almeida et al., 2021). Standards governing AI/ ML testing, compliance management and certificationare important processes from a regulatory assessment point of view. 
The current structure for the international standardization of AI is composed of the work of different Standards Development Organizations (SDOs) as well as industry consortia, forums and even individual companies. Relevant SDOs working on AI standardization are the International Standards Organization (ISO), the International Electro-technical Commission (IEC), the Institute of Electrical and Electronics Engineers (IEEE), the International Telecommunications Union (ITU), the Internet Engineering Task Force (IETF), the European Committee for Electro-technical Standardization (CENELEC) or the European Telecommunications Standards Institute (ETSI), etc.( Cantero Gamito, M. 2021).
There are challenges at the global level for the standardization of AI product assessment methodologies and platforms. It is desirable to have cross-sector regulation but it will be a difficult task to produce rules that are specific enough to provide clarity for industry. Also initiatives to regulate AI grow in parallel to the practices of multinational companies and their business models. With public opinion divided about AI, its governance is certainly a challenge for public regulators, who, often, do not have the capacity to regulate highly technical fields (Cantero Gamito, M. 2021).It calls for global diplomacy on international collaboration on research and innovation to meet the shared R&D challenges and update guidance on AI ethics and safety in the public sector (Kazim, E. et. al., 2021). 
A harmonized and standards based AI regulatory assessment framework or regulatory sandbox can make it tangible and feasible to synchronize all the stakeholders’ efforts , thus culminating in the creation of a reference model of AI governance in which maturity levels could be established and be monitored by international bodies in a collaborative way(de Almeida et al., 2021).In the case of the envisaged AI-for-health assessment platform as a global public good, advanced technologies developed for the business economy may not be directly transferable to social economy applications. Hence to facilitate the translation of digital platforms and advanced technologies between the business economy and the social economy, interoperability, standards - open standards - and forward-looking safeguards are critical (Gagliardi Dimitri et al., 2020).
For policy support,regulatory sandboxes can help to generate evidence of regulatory compliance of AI-for-health products. At the global level, there is growing consensus that the national governments should provide regulatory sandboxes, conduct ex-ante constructive technology assessments and ex-post regulation evaluations of AI based products (Gagliardi Dimitri et al., 2020). From the European Union side, one of the recommendations of (Floridi et al., 2018) is to develop an EU oversight agency responsible for the protection of public welfare through the scientific evaluation and supervision of AIproducts, software, systems or services similar to the European Medicines Agency.Major SDOs provide not only the necessary expertise and institutional capacity for international cooperation but also the critical infrastructure for standards diffusion (Büthe&Mattli, 2011). To this extent, with the help of regulatory sandboxes regulatory bodies, social economy organizations and technology developers may learn and improve on the ways and modes technology may developed and deployed for the common good.Sandboxes are tools, where regulators tryout new regulations in collaboration with theinterested party of the social economy. Thisregulatory tool proved to be adequate to testout regulatory and societal consequences ofinnovative business models before they hadbeen implemented in society (Gagliardi Dimitri et al., 2020). The regulatory agency could make an “algorithm impactassessment questionnaire” available to the industriesand government institutions in order to offer a simulationtool through which they could know, in advance, their levelof compliance. It would also fit as a preparation stage for acertification submission(de Almeida et al., 2021).The national government can play a facilitator’s role in creating open technology layers like anonymisers and annotation tools, which can bring down the cost and effort required for innovators in developing and deploying solutions
For the adoption and deployment of regulatory sandboxes made as global public goods, regulators in respective countries will need to quickly adapt its vigilance mechanisms as a first goal (as compared to comprehensive clinical evaluations) and ensure safe deployment in the particular country setting (Abhinav Verma et. al, 2020). Regulators need to define holistic certification and benchmarking guidelines keeping in view of the global public goods(Abhinav Verma et. al, 2020). In an enabling role, the regulator also must take a forward-looking approach in building the foundational layers of the ecosystem through collaborations with other governmental, private sector and civil society players. (AbhinavVerma et. al, 2020). 

Globally, there are many efforts currently pursued in the development of regulatory sandbox models. The NDHB is a prime example of how an enterprise architectural approach with focus on base principles, standard-setting and open source technology layers can achieve the goal of kick starting sustainable and scalable innovations on the top-most application layers. (AbhinavVerma et. al, 2020). In the Software Pre-Cert Program, FDA uses a TPLC approach to the regulation of software products especially the AI based SaMD, to assess the culture of quality and organizational excellence of a particular company and has reasonable assurance of the high quality of their software development, testing, and performance monitoring of their products (US FDA, 2019). Most recently, UK’s NHSx has called for a joint regulatory sandbox for AI in healthcare bringing together all the sandbox initiatives by different regulators and giving innovators a single, end-to-end safe space to develop and test their AI systems(Downey et al., 2020). Another proof of concept of the regulatory sandbox model is the open source AI-for-Health Assessment Platform currently being implemented by the ITU-WHO Focus Group on AI-for-Health( FG-AI4H ), see Thomas Wiegand et al.(2020) and Oala et al.(2021). The assessment software platform is developed following a micro services architectureand is planned to be deployed as a full scale Software-as-a-Service (S-a-a-S).The assessment platform would be hosted and maintained by an UN infrastructure facility at ITU. Potential user groups of the assessment platform include health AI stakeholders such as manufacturers, notified regulatory bodies and health AI standardization bodies.

Facilitating a standardized protocol for creating (writing) datasetsto and accessing datasets from (querying, loading, constructing) storage by distributed clients will be a core component of this project. The WHO/ITU Global Initiative on Artificial Intelligence for Health will take a key role in aggregating expertise from national (for example ml commons, Nightingale Science, Bigpicture and others) and international (for example openml, Lacuna Fund, QuarepLimi, ActiveloopDeeplake, Lance, Parquet and others) projects to harmonize a coherent data management protocol.
3 [bookmark: _Toc129983322]Project need and relevance
Regulation plays an important role in ensuring the safety of patients and users and in thecommercialization and market acceptance of AI based products/tools for healthapplications. AI based health products are highly regulated and one of the majorchallenges that developers and manufacturers face is the timely conformance withcomplex and lengthy government regulatory review of these new types of technologyproducts in the market.From a regulatoryperspective, the major gap that the governments and regulators of member states recognize is the lackof universally accepted and harmonized policy framework for the standardization ofAI-for-health assessment platform as a global public good.
Streamlined and systematic regulatory compliance processes conducted over a standardized AI-for-health assessment platform helps to address the product conformity assessment issues at the global level, expedite the regulatory approval process and thereby reduce the time-to-market for these products/tools.An AI-for-health assessment platform is a software platform that incorporates accountable and responsible processes for the estimation and optimization of regulatory compliance requirements and thus supports the standardized benchmarking, testing, conformance and pre-certification / certification of AI based products/tools for health applications. The software platform is targeted to be used as a universal tool, usable at scale across borders and thereby combining the needs and expertise globally. 
Standards compliance and enforcement becomes one of the important requirements for strengthening regulation and needs to be supported by formal policies. Standardization of AI-for-health assessment platform at the global scale requires a collaborative approach, joint principles and universal solutions. Standardization calls for an open and balanced consensus process that brings together interested and responsible stakeholders including government, manufacturers, researchers, policy makers, interest groups, and medical practitioners. Consensus standards help ensure user safety and interoperability across global AI/ ML deployment platforms and thus minimize the timelines for AI product technology commercialization. Harmonized standards are used by regulators as important tools that support the supervision and management of AI products. This also promotes alignment and conformance with relevant AI related standards and best practices including ISO, MDR, IEC, IEEE, IMDRF, FDA, XAVIER, AAMI, etc.
The proposed policy framework for standardization is intended to ensure the integrity of the standards development process in establishing requirement specifications for the AI-for-health assessment platform to serve as a global public good.The FG-AI4H AI-for-health assessment platform, being open source platform, in general, there is no cost involved in accessing and procuring the software code as a global good but when they are to be deployed as part of a particular country setting / context (e.g. integration to national health information system), there can be adaptation costs associated with aligning the platform to the target country specific settings and policies.
We envision a process by which ITUwill be able to recommend the proposed harmonized standardization framework as a policy tool to the governments or ministries of IT / health toprovide them with a clear understanding of the procedure needed to adapt or customize the AI-for-health assessment platform to their country specific settings in performing the regulatory testing and conformance of AIbasedhealth products/tools.The standardization policy thus helps to create a level playing field for both the public and private institutional mechanisms in the development of regulatory standards for AI-for-health assessment.The standardization policyscope has strong relevance in achieving the goals and targets of the UN SDG 3 (Good health and well being) in terms of policy support for the standardization of accessible and affordable global health information systems and services to support Universal Health Coverage.
4 [bookmark: _Toc129983323]Methodological approach
The scale, complexity and novelty of AI technologies demand a multitier-ed approach for the governance of AI composed of a technical layer, an ethical layer, and social/normative one (Gasser & Almeida 2017). The technical layer, which includes standards, is critical for providing the technology upon which AI is built. The ethical dimension integrates ethics and human rights into the picture. Finally, the social or normative layer would incorporate normativity to the different norms that emerge from the technical and ethical dimensions. What is needed is an ecosystem building role where the regulator catalyses the industry through ensuring availability of foundational building blocks like data, promulgating regulatory processes that secures patient interest without overburdening the fledgling industry, and works through an experimental and consultative approach with all relevant stakeholders to institutionalize these frameworks(AbhinavVerma et. al, 2020).

In the AI assessment platform standardization policy framework design, notonlytechnical standards and ethical codes are significant, but institutional stability is also critical. The value of the standard depends on the platform where it has been produced – if the standard-setting platform is not stable, then the standard is not stable and therefore the predictability of the business based on the standard is not secured. (CanteroGamito, M. (2021). Hence it is to be recognized that for the policy design frameworkfor theco-creation of an AI-for-health assessment platformtobesuccessful, balanced stakeholder participation and participatory decision making ensures shared ownership and acceptance. At the same time, the presence of (large) network effects can create lock-in results, pushing for clarity and structure in standardization, especially in a context where standardization develops simultaneously in multiple parallel processes(CanteroGamito, 2021).

We need to evaluate the global public good based policy impacts on multi-stakeholder engagement and institutional mechanisms. Following an iterative approach to the discovery of country-specific norms by working with medical research institutes and AI solution providers in controlled environments such as AI regulatory assessment sandboxes can prove to be hugely beneficial to all stakeholders involved – the medical community, the regulator, the innovator and the citizen seeking health services(AbhinavVerma et. al, 2020). This strategic alignment and collaboration of responsible stakeholders helps to devise proactive policies at the global level for the guidance of member states to facilitate informed adoption; and to share a trusted governance framework for AI technology platform adoption in the health sector.

Policy framework design
The design of the proposed policy framework shall focus on creating a set of policies through a structured and systematic procedure of requirements analysis and modelling for all the 4 major stages of the policy lifecycle namely i) formulation ii) agenda setting , iii) implementation and iv) evaluation . Evaluation of alternative models, frameworks and theories shall also be attempted for analysis depending upon the policy complexity.
Policydesign shall broadly cover the following aspects:
•	Define the policy setting (political and institutional context)
•	Perform stakeholder analysis, mapping by analyzing the actor type, role, interest, power , institutionalstructures and resources
•	Evaluate factors that foster stakeholder dialogue towards setting a common agenda , building consensus and maximizing the chance for policy legitimization
•	Define the analytical framework to characterize policy dimensions and measures
•	Policy dimensions shall include the following :
•	Data and technology governance
•	Standards Development
•	Infrastructure
•	Interoperability
•	Quality assurance
•	Digital skills competency building
•	Risks, Fairness and Bias
•	Business models
•	Institutional Framework
•	Partner and stakeholder collaboration
•	Regulation
•	Technology transfer and Licensing
•	Liability
•	Cost and benefits
•	Social Implications
•	Other dimensions as deemed fit
•	Define policy monitoring indicators and evaluation criteria and metrics
•	Evaluate mechanism for time bound implementation of policy  
•	Evaluate enablers / factors for successful policy acceptance
•	Evaluate mechanisms to establish multi-stakeholder coordination and multi-stakeholder governance of global public good
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The tentative project schedule in terms of activities, deliverables and time line is shown in Table-1.

Table-1: Project schedule
	No.
	Activity / Task
	Deliverable
	Timeline
(Tentative)
(Year-2023)

	1
	Standardization literature survey and Requirements analysis

	· Critical review report with gap / need analysis
	March 15 – April 30

	2
	Qualitative data collection on stakeholder views and recommendations , processing and analysis

	· Stakeholder analysis report

	April 5–April 30

	3
	Data analysis results interpretation / mapping to policy formulation

	· Data quality assurance report
· Analytical codebook
	April 15 – May 30

	4
	Policy framework design

	· Analytical framework design document with evaluation criteria, processes and metrics
	April 30– July 30

	
	TBD
	TBD
	TBD
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