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	Abstract:
	According to the Montréal Declaration the prudence principle states that “when the misuse of AI systems endangers public health or safety and has a high probability of occurrence, it is prudent to restrict open access and public dissemination”. Organizations that expand legal and morally justifiable AI still find themselves stressed with whether their inventions are wise, continuously establishing what are the ethical limitations of digital life forever. Moreover, the still existing inadequate diagnostic accuracy with AI requires a prudent approach. Hence, we need to be prudent about three adoptability issues of AI technologies: (1) Machine learning limitations, (2) Ethico-legal challenges related to explainability, responsibility and empathy; and (3) Issues of acceptability and adoptability. The uniqueness of new diseases resulted in growth of AI models designed to close various clinical knowledge cracks, especially with regard to diagnosis and prognosis, where the model commonly overestimates or underestimates risks of poor outcomes. In that context, we need to be prudent especially about models developed within one focus of geographic space and time, thus leading to extrapolation biases. This requires from the AI models to be consistently challenged against new incoming data.
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