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1 Motivation 
The ITU/WHO Focus Group on “Artificial Intelligence for Health” (FG-AI4H; https://itu.int/go/fgai4h), along with the Global Health Strategy Group for Digital Health and AI for Health seeks engagement from members of the medical and artificial intelligence (AI) communities (including clinicians, technologists, entrepreneurs, potential benchmarking data providers, machine learning experts, software developers, researchers, regulators, policy-makers, companies/institutions, and field experts) with a vested interest in Global Public Health. Here, we seek discussion on topics around innovation in Global Health, such as using a Challenge format. 
[bookmark: _z704iagnrhv2]There is a large global shortfall of quality healthcare coverage and health professionals. Digital technologies, big data, and statistical algorithms are gradually changing the landscape of healthcare and biomedical research. No compendium of challenges / problem statements in global public health that can be mitigated or solved by digital technologies and AI exists. This compendium can serve as a resource for future hackathons or computational scientists and corporations interested in helping solve problems relevant to Global Health.

2 AI and Health Webinars 
The Working Group Collaboration and Outreach has so far organized 12 AI and Health webinars on ITU’s AI for Good platform. These webinars have reached more than 3,000 views and dealt with topics relevant to the use of AI in global public health, such as bias in data and models or unexpected consequences of using algorithms for marginalized populations. The Working Group will continue to organize an engaging webinar program in 2022.

3 White Paper  
As Working Group, we have drafted a White Paper to rethink how the Challenge format can be leveraged for innovation in Global Health. Please see the working draft below. 
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Digital health and AI-for-health tools have been proliferating and are being developed globally with huge transformative potential for health and medicine, but they are also posing many questions. It is not always clear what works, in what settings, and who benefits. Organised digital and Artificial Intelligence (AI) Health Challenges give an opportunity to find, test, and support good-AI-based interventions, to identify potential positive impact more quickly, and to determine ability to scale up. At the same time, such Challenges enable potential problems to be picked up early, while allowing the global health community to take more risks in a limited sense, to fail quickly, fail cheaply, and move on. In this way, Challenges can be used to de-risk the development process of innovative technologies, a risk that might otherwise hold back development and deployment in resource-poor settings where there are not typical investors to absorb the risk. 



Many pitches in typical hackathons and challenges are based on the potential for high returns on initial equity investments into companies that might be bought out later by bigger companies expecting large profits. However, there is often little profit to be made from high-impact global health interventions. We propose an investment model based on expected global health returns, in particular DALYS prevented, and wider health and development impact. Part of an investment metric might also be the contribution of digital health tools to achieving Universal Health Coverage (UHC). Organised Challenges will allow testing of the new ITU-WHO assessment platform for AI solutions in practical real-world settings; iterative feedback loops between Challenges and the benchmarking standards will help to shape how those standards are set and how their performance will be evaluated.



A key innovation of our approach is that many global, diverse partner organisations – including those collecting data, academic institutes, government, private, and civil society actors, and, especially, voices of the Global South – will work together to create a ‘venture structure’ able to incubate and support digital health and AI innovators, from idea to evidence to scaled-up implementation to long-term sustainability, going beyond the typical short periods of many hackathons. By creating a consortium of interested parties with expertise across the entire ecosystem of support needed, deploying scientific rigor and due diligence, it is hoped that more high-quality interventions will make it into use. Our investment model will draw off an interdisciplinary consortium working on burden of disease, economics, finance, and social entrepreneurship. As part of a pre-selection procedure – itself designed to reduce the opportunity cost of taking part – in preparation for Challenges, rigorous evaluation of potential global health impact will rapidly up-select and down-select proposed solutions according to the mantra “Fail quickly, fail cheaply, and move on”.



We illustrate the possible Global Health Impact of digital tools using three examples and outline the way forward to organizing Challenges around three proof-of-principle use cases.
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Definitions and abbreviations



Artificial Intelligence: Ability of a computer or tool to perform tasks commonly associated with intelligent beings



Challenge: A defined event where participants work towards a solution of a defined problem



Challenge Venture: A participatory approach of a Challenge that includes implementation, sustained scalability, alignment, and active collaboration with local partners



DALY: Disability Adjusted Life Year



GDP: Gross Domestic Product



Hackathon: A defined event where participants work to develop the best	performing algorithm given a dataset 



LMIC: Low- and Middle-Income Country



ITU: International Telecommunication Union



UHC: Universal Health Coverage



WHO: World Health Organization




[bookmark: _Toc95245458]Introduction - Challenges to catalyse innovation in Global Health



Digital health tools including mobile applications and data-driven and artificial intelligence (AI) based algorithms can be part of solutions to some of the biggest challenges in global health such as the shortage of health care workers across all levels, the strengthening of healthcare systems, the wider sharing of accurate health knowledge, the more equitable delivery of health-improving interventions, and much more besides. Digital health tools have been proliferating fast and are being developed globally with huge transformative potential for healthcare and medicine, but the manner in which they are being developed and applied raises profound issues. It is not always clear what works, in what context, and who benefits.



Digital and AI-for-Health Challenges (Challenges) are one approach to catalyse innovation in digital health applications for global health. These Challenges create opportunities to identify, test, and support effective AI-based interventions, and to accelerate the scaling-up of impactful solutions. At the same time, such Challenges create opportunities to pursue – at as early a stage as possible – potential global health solutions, enabling the global health community to take more risks but in a limited sense; to fail forward, quickly, cheaply, and move on. In this way, digital and AI-for-health Challenges can be used to de-risk the development process of new technologies, a risk that might otherwise hold back development and deployment in resource-poor settings where there are not typical investors to absorb the risk. 



The  and others[footnoteRef:2] are implementing quality-control strategies for evaluating AI applications, applying stringent sets of eligibility criteria to data, which Challenges will be designed to complement, as real-world ‘assays’. Among the ITU-WHO initiatives is building an assessment platform for AI solutions to be deployed in healthcare, which will allow groups to upload and assess their data and models against a standardized benchmarking framework. Such standards would function in much the same way as quality standards do for goods and services traded across borders. It is not clear how general or how specific these standards will be, or how much data will be required. Organised Challenges will allow testing of this new ITU-WHO assessment platform in practical real-world settings; iterative feedback loops between Challenges and the benchmarking standards will help to shape how those standards are set, their minimum data requirements, and how their performance will be evaluated. At the same time, applying such ITU-WHO standards in Challenges will offer due diligence, scientific rigor, and independent evaluation of proposed AI health solutions put forward in those Challenges. In the scrum to create AI tools, much effort is wasted by those working on poor tools if basic quality thresholds are not applied to kill off poor-quality tools early. And much harm is done if such tools make it into use, and if good tools are crowded out by poor-quality tools. [2:  Such as the new IARC Cervical Cancer Image Bank https://screening.iarc.fr/cervicalimagebank.php to aid AI cancer detection, an image bank of cervical epithelium, which includes normal features, benign changes, precancers, and cancers, to facilitate the development, evaluation, and validation of AI image interpretation algorithms for the early detection of cervical cancer and precancer. https://iarc.who.int/news-events/launch-of-iarc-cervical-cancer-image-bank-to-aid-ai-cancer-detection/  
] 




The present paper is a joint effort between the new Working Group on Collaboration and Outreach of the International Communication Union - World Health Organization Focus Group on AI for Health and the Global Health Strategy Group for Digital Health and AI for Health, an initiative of the University of Oxford. Supported by a multidisciplinary consortium, we will organise Challenges that focus on innovations with the potential to improve health and healthcare delivery especially in populations living in resource-poor settings. In this way, we will[footnoteRef:3]￼ Moreover, by leveraging lessons we have learned, we can optimize how these global Challenges are organized, and circumvent common pitfalls associated with them.
 [3:  WHO “Global strategy on digital health 2020-2025”
https://apps.who.int/iris/bitstream/handle/10665/344249/9789240020924-eng.pdf ] 


[bookmark: _Toc95245459]Rethinking Hackathons and Challenges 

1.1. [bookmark: _Toc95245460]Lessons learned from previous Hackathons and Challenges



Many pitches in typical tech hackathons and challenges are based on the potential for high returns on initial equity investments into companies that might be bought out later by bigger companies expecting large profits. In contrast, there is often little profit to be made from high-impact global health interventions. For example, if malaria tests cost 10 cents a time, making even a 1 cent profit per purchase is difficult. Achieving a return is harder still if pay-out is in the shape of a public good or a hard-to-value health outcome, such as prevention of ill health, or if several risky projects need to coordinate to achieve big life-saving results. 



There is great need to incentivize improved quality and to stop good AI innovation being swamped by inferior innovations, as witnessed by the enormous number of low-quality AI studies being published. A recent systematic review identified 2,212 papers and preprints published between 1st January 2020 and 3rd October 2021 describing new machine learning models for the diagnosis or prognosis of COVID-19 from chest x-ray or computerised tomography images (Wynants et al). Of these, 415 were included in the review after initial screening. After quality screening, 62 made it into the systematic review. Even for these few included studies, the review found that “none of the models identified are of potential clinical use due to methodological flaws and/or underlying biases.”[footnoteRef:4] As Derek Lowe put it in a blog entry for Science Translational Medicine: “In all AI/ML approaches, data quality is absolutely critical. ‘Garbage in, garbage out’ is turbocharged to an amazing degree under these conditions, and you have to be really, really sure about what you’re shovelling into the hopper”.[footnoteRef:5] [4:  Roberts, M., Driggs, D., Thorpe, M. et al. Common pitfalls and recommendations for using machine learning to detect and prognosticate for COVID-19 using chest radiographs and CT scans. Nat Mach Intell 3, 199–217 (2021). https://doi.org/10.1038/s42256-021-00307-0. https://www.statnews.com/2021/06/02/machine-learning-ai-methodology-research-flaws ]  [5:  Derek Lowe, ‘Machine Learning Deserves Better Than This’, In the Pipeline, 2 June 2021. https://blogs.sciencemag.org/pipeline/archives/2021/06/02/machine-learning-deserves-better-than-this] 




If not carefully designed, typical hackathons have a tendency to create large collective costs to those who participate.[footnoteRef:6] Such costs need to be factored into the Challenge rationale. A couple of thousand applications averaging just 3 days each equates to over 25 years of collective time taken away in resource-poor settings where the alternative use (the true opportunity cost) is extremely high. To reduce such costs, several filters will be applied to narrow the field down in advance of any major engagement of resources. These filters, transparently displayed, include criteria on how scalable and implementable a potential solution is and its potential impact on global health. Any solution should also be supported by partners and local stakeholders and go beyond providing only a model against which to test data. [6:  The scarce human resources they absorb have high value in alternative activity, and often the prices of such human resources do not reflect this.] 




Once the hackathon phase has passed, it is often of less interest whether the solution is in use years, or even just months, later. A venture support structure beyond the initial hackathon often simply can’t be budgeted for or covered by available human resources but is another critical need.  



1.2. [bookmark: _Toc95245461]An expanded investment model for challenges in Global Health



Typically, investments in digital tools tend to be driven by the expected capital gain from later selling on the ownership of those new tools and data based on the profit they will make in the marketplace. We propose an investment model based on expected global health returns, in particular DALYS prevented, and wider health and development impact. Increasingly, evidence on this is being generated by large global studies of the Global Burden of Disease and by local-level surveillance and health-systems themselves, enabling global health returns to be more geographically determined and related to local health burden.



The Challenges set may be articulated by the size of the hoped-for potential impact and be designed to nudge the risk-taking landscape in the direction of taking more risk when there is a higher chance of greater impact, such as saving more lives. Our investment model will draw off those in the consortium working on burden of disease, economics, finance, and social entrepreneurship. As part of a pre-selection procedure – itself designed to reduce the opportunity cost of taking part – rigorous evaluation of potential global health impact will rapidly up-select and down-select proposed solutions according to the mantra “Fail quickly, fail cheaply, and move on”.



Part of a possible investment metric might be the contribution of digital health tools to achieving Universal Health Coverage (UHC),[footnoteRef:7] proposed by the World Bank and WHO to be a situation where “everyone – irrespective of their ability-to-pay – gets the health services they need in a timely fashion without suffering any undue financial hardship as a result of receiving the care”.  [7:  https://transformhealthcoalition.org/blogs/th-news/announcing-digital-health-week/] 




We do not rule out profit-driven interventions. New tuberculosis (TB) tests will not make much, if any, profit in a resource-poor setting, but business models based on tiered pricing across rich and poor market segments might generate profits and would be acceptable. Innovations designed for richer countries might also have parallel uses in Lower-and-Middle-Income Countries (LMICs). 



Challenges in Global Health can also be part of the broader endeavour to create new non-GDP measures of values. It is well understood that GDP undervalues positive externalities and public goods (including in global public health), prevention (including pandemic prevention), and impacts (good and bad) on natural capital and on human capital. On top of these distortions, low prices – driven by low income and lack of affordability amongst the poor – manifest as low GDP value placed on interventions even when the true value in terms of better health and lives saved might be huge. 



Our expanded investment framework (Figure 1) therefore needs to more closely incorporate the true ‘shadow prices’ of global health digital and AI tools in terms of DALY impact and lives saved,[footnoteRef:8] borrowing techniques from those developing shadow prices for activities that impact the environment such as the recently launched Dasgupta Review on the Economics of Biodiversity.[footnoteRef:9] A shadow price is an estimated price for something that is not normally priced or sold in a market (such as mangroves that are extremely valuable at stabilising coastlines against erosion and enhancing biodiversity, or rainforests that create value by absorbing carbon and so helping to tackle climate change) and gives a better understanding of the costs and benefits associated with that thing. When the buying power amongst populations is week or non-existent, we especially need a way to find shadow prices of health interventions in those population, and – we hypothesise – DALY numbers and concepts such as insuring and protecting the health of the poor, give us a framework to do it. The Working Group - Collaborations and Outreach (WG-CO), will set up a sub-group to work on such an investment framework to support its Challenges, a framework that will be transparent to potential participants before they put huge effort into applications. The investment model underlying (often implicitly) the typical hackathon or Challenge is simply not fit for purpose in supporting global health hackathons and Challenges. [8:  This is not straightforward. Interventions generally work in packages, and it will be difficult to work out marginal valuations of each component. But this just reminds us to take a systems approach to interventions.]  [9:  “The Economics of Biodiversity: The Dasgupta Review, Final Report of the Independent Review on the Economics of Biodiversity” led by Professor Sir Partha Dasgupta. 2 February 2021, https://www.gov.uk/government/publications/final-report-the-economics-of-biodiversity-the-dasgupta-review. ] 




[image: ]

Figure 1: Expanded Investment Framework

1.The traditional investment framework is representative but not exhaustive, and demonstrates many of the factors that venture capital  and private equity investors consider when investing in digital tools. Each specific investor in reality may prioritize different aspects of this framework and may even consider other factors too. It is likely that public backed funds/research dollars consider very different criteria as well. 

2.The traditional investment model is adapted from 

· 1.Malik, A., 2022. Applying a Comprehensive Framework to Venture Investing. Medium. Available at: https://medium.com/@aimunm83/applying-a-comprehensive-framework-to-venture-investing-c34b3413ee6e

· Corea, F., Bertinetti, G. and Cervellati, E.M., 2021. Hacking the venture industry: An Early-stage Startups Investment framework for data-driven investors. Machine Learning with Applications, 5, p.100062. Available at  https://www.sciencedirect.com/science/article/pii/S2666827021000311#b47



[bookmark: _Toc95245462]Sustainability and Implementation

1.3. [bookmark: _Toc95245463]Implementation and health systems strengthening



It is not always clear what digital tools work, in what settings, and who benefits. As a reality check, we will integrate implementation science into the evaluation procedure of Challenges starting at the initial ‘ideas’ phase, and not as an add-on when the technology is already in use. There is much hype around the use of AI for health, even much that has not delivered.[footnoteRef:10] This highlights the need for the design of evidence-based digital health tools that are grounded in context-specific data. Every hospital in an LMIC (and in many rich countries too) has its technology graveyard, a room, or rooms where barely, and often never, used technology is dumped, to which digital graveyards (harder to see) are being added. [10:  Lancet & Financial Times Commission Governing health futures 2030: Growing up in a digital world (GHFutures2030), https://www.governinghealthfutures2030.org/ 
] 




We seek not just digital tech solutions that have jumped some algorithmic hurdle – winners of tech Challenges – but solutions that have good implementation science to back their use in resource-poor settings, that will work in the field, across technology platforms including where there is no internet access, that support local health system strengthening, and that will have major global health impact. Ground truthing data ‘in the field’ is the expensive, difficult part, and is a key value of the sort of coalition that we are building and of the Challenges that it will organise.



Even if we have smart makers of algorithms and have the ITU-WHO “giving the blessing”, if promising technology is not tested in the field, behavioural aspects will not be properly addressed, and the technology will often fail when exposed to real-world situations. Often, good innovations are not used because of constraints elsewhere in the system or society. This necessitates focusing on the techniques of health system implementation science and tackling such constraints so that proven effective interventions can be matched with knowledge on how to deliver them so that they can make a difference in real-world settings (Figure 2). Improving health data in LMIC hospitals also means building local ‘intelligence’ in terms of skills and the organisation of people to meaningfully use such data, and health systems that are continuously learning and improving. A piece of naked digital health technology is not on its own a solution. Discovery in digital health as much as in any other area of medical intervention, needs to be a natural outgrowth of patient care, if it is to lead to the rapid adoption of findings and improved quality and outcomes. Simple hackathons and Challenges usually skip this critical step. 

[image: ]



Figure 2: Goal of Implementation Science 

Source: Adapted from Villalobos P.D, Bossert T.J, Sherry J. et al. A synthesis of implementation science frameworks and application to global health gaps. Global Health Research and Policy. 2019.[footnoteRef:11] [11:  Villalobos P.D, Bossert T.J, Sherry J. et al. A synthesis of implementation science frameworks and application to global health gaps. Global Health Research and Policy. 2019. 
https://ghrp.biomedcentral.com/articles/10.1186/s41256-019-0115-1

] 




Most digital health innovations fail after they have been developed, not because they are technically deficient but because they do not fit workflows or help those providing or receiving care in their day-to-day activities. Such innovations have no value to end users even if they have a logical value for the system. They solved the problems outsiders imagined, not the problems that insiders knew existed. We do not want our hackathons and Challenges to reinforce this failure. Furthermore, perspectives shaped by academic approaches may not fully reflect the local context and on-the-ground realities, which are often much better understood by practitioners and innovators with years of experience in local settings deploying a human-centred design approach. Bringing these groups together and incorporating local knowledge into the design of digital health innovations, proffers bidirectional benefits. Policymakers, service providers, local innovators, and patients in routine settings become partners in a digital-health and AI learning enterprise. In such ways, common data standards and long-term interoperability can be shaped by patients’ and service providers’ needs and constraints in real-world settings which is critical for accelerating applications in resource-poor health settings. Again, a piece of “naked digital health technology” is not on its own a solution. All the above needs to be at the heart of mechanisms to shape and, importantly here, to evaluate hackathons and Challenges and not be left till after they have taken place.



AI models can only be benchmarked against test data that must remain undisclosed before the test, be of high quality, be of ethical source, and be accompanied by information about its format properties. If AI models are to be generalizable across different conditions, locations, and/or settings (e.g., across different people, hospitals, and/or measurement devices) data need to originate from multiple sources. Having good local partners in resource-limited settings is vital to this. 



To work this into the Challenge procedure we will draw off multiple partners in the Global South who work on health system strengthening and implementation. We must also not be the source of new data and disease-specific silos; we must avoid data being collected from different digital solutions in a fashion that is disjointed and disconnected from broader health systems infrastructure issues. Indeed, optimised health information systems are critical to effective performance measurement and management and improving health systems. 



The FG-AI4H Open Code Initiative (OCI)[footnoteRef:12] is an independent web-based software platform managed by ITU and WHO and designed to assess the quality of AI solutions from inception (data acquisition) to completion (model performance). The long-term goal of the OCI is to provide an independent assessment tool for AI models and proof of their quality and robustness. This would be an ideal platform to make any outcomes of Challenges freely and widely accessible, independent of local availability of computational resources. We can envision extending OCI beyond being an AI model assessment platform to becoming a web-based service where several AI tools can be hosted that have successfully passed through the Challenge phase.  [12:  https://www.itu.int/en/ITU-T/focusgroups/ai4h/Pages/opencode.aspx] 




1.4. [bookmark: _Toc95245464]Investing in the innovative potential of scientists and entrepreneurs 



It will often be the case that ideas will initially surface that are not particularly polished and do not yet look viable, and that other ideas will tick all the boxes and have a smooth business operation to back them and would usually get all the hackathon prize money and prestige but are less valuable according to our investment model. Some ideas will turn out to be a lot earlier or a lot less advanced than they looked in their initial applications. A key distinguishing feature of our approach will be to engage many diverse partners in creating a supportive ecosystem, an incubator, taking participants, even initially very fragile ones, from early-stage ideas and data through to at least two years after development of applications, supporting their science and business plans and scale-up and readiness for impact investors. We intend to encourage such investors, many of whom have shown interest in green investments with payoffs articulated in terms of environmental impacts, and we would explore application of similar logic to investments into AI tools with global-health impacts that successfully make it onto the ITU-WHO digital/AI tools platform. 



Part of the task of the group running the Challenges will be to preserve the digital space for the sake of the poor by shaping the business models being applied to that space and the competitive landscape facing new digital health technologies. In recent years, much of the focus of companies working in digital health has been on collecting data on the notion that one day other companies will want to buy that data and commercialise it. So far, many are doing the collecting, but few are doing any selling but, once demand takes off, the data will become valuable (which, of course, makes its collection valuable today). We suggest that this leads to lower incentive to generate uses of the data siloed into the hands of the few controlling access to it, and that the value of innovation is lower if a range of public-good uses of data are ruled out. 



We have seen this pattern of behaviour before. We take for granted how the internet and social media currently works. In the early days, because there was no alternative business model articulated, companies prioritised control of data by buying up all potential rivals. This created first-mover advantages for those few who added quickly the most users to their networks. Today, the internet (and, in the future, the metaverse) is shaped by a handful of companies worth trillions of dollars, because no alternative model of how the internet might work was put on the table from the start. A few companies became strong because they had, indeed gained, the economic might – the deep pockets – to buy what they wanted, whether or not they were the most innovative or highest quality (including ethical quality) in the use of such data. In a different, parallel universe, the outcome might have had more public good features, higher standards, and fewer downsides. But there was never a consortium able to take that alternative vision forward. We face a similar risk that a small number of big players will buy up all the data they need to drive the AI engine for healthcare by simply buying up any company engaging in such activity, giving a lock on future AI for health. We contend that, at least in global health, much innovative potential is at the grassroots level. We will at least explore if there is a way to preserve openness, on the data and tools platforms discussed above, while satisfying the needs of entrepreneurs in LMICs in a more long-term sustainable way that gives them more ownership over tools and their implementation.



In most LMICs, there are few universities offering AI related courses. Most AI researchers and practitioners attain their skills through online resources where there is limited ethical and tailored training. This heavily limits the development of sustainable AI solutions, which need to be explainable, ethical, secure, and human-centred. We need to ensure that the Challenge agenda (within WG-CO and more widely) also includes the training of more mathematically astute bio-medics, bio-chemics, and medical/clinical specialists. This applies across the entire spectrum from public health policy/practice to drug discovery. It is also a barrier to addressing global pandemics, to finding new antibiotics, and to discovering new medicines or treatments in general, including from evaluating more ancient, natural-product, pathways, and remedies. To this end, engaging with educational institutions and young people is also core to our approach.

1.5. [bookmark: _Toc95245465]Investing in sustainable data ecosystems



Several groups hold health-specific data useful for training AI models in a Challenge format to address Global Health problems. Access to data needs to be based on trust earned, not on trust simply presumed, and on ethical data-sharing principles. Many groups are facing similar trust-mechanism issues if they are to avoid becoming merely mechanisms to suck up data from around the world to benefit the careers and agendas of those who happen to have acquired funding. Meanwhile, there is the presumption that new hubs of AI-based activity will have access to lots of data, even as that data is being mopped up into private silos. Getting buy-in from governments depends heavily on trust too. 



Further, end users are also concerned about how their data will be stored and used. Allowing more health data to be held on individuals is a double-edged sword. Public policy makers can adjust healthcare interventions to better meet individual needs, but the same data allows insurers to raise premiums for higher risk individuals, excluding those they deem of low profit, and discriminating against portions of the population, and governments can use such data to control their populations. A balance needs to be found across accuracy, quality, and degree of privacy protection. Increased data sharing also makes health-data cyber-security a high priority. WG-CO will work with others on cross-cutting trust mechanism principles to underlie Challenges and, indeed, will use Challenges to ingrain such principles in normal practice.



The cost of moving, storing, curating, processing, and protecting data is rising steeply as the amount of data being generated, collected, and used rises. One of the tasks of organizing Challenges is to create incentives to preserve useful data for longer, to condense data storage needs, and to reduce processing costs. Much data initially collected in LMICs are routinely destroyed, for example when data storage devices reach their limits. In one case drawn to the attention of the authors; in one of the largest medical universities in Tanzania, once ultrasound machines reach the limit of their memory cards (of just 120 GB) their data is deleted to create space for new scans. In another example, repeated everywhere in academia, data collecting by PhD students for specific research projects are destroyed or simply lost to science on completion of the designated project despite the data still being capable of generating lots of other useful results. As a result, data that currently has little follow-on value is deprioritised and lost compared to data with more pressing short-term uses. By expanding the number of ways that data can generate health value in a framework valuing DALYS, UHC, and wider health and development, Challenges will increase the incentive to preserve data. This innovative framework of data preservation will strengthen future sustainable data storage solutions. 





[bookmark: _Toc95245466]Future directions

1.6. [bookmark: _Toc95245467]Compendium of Problem Statements



We have been working on a comprehensive compendium of ‘problem statements’ potentially amenable to AI solutions, in the hope of being able to organise Challenges drawing on this list, with data and resources made available on a trusted open platform, and a ‘venture structure’ to support implementation and scale up. Problem statements have not always been put together in an inclusive process, and we may also need to be proactive, seeking out colleagues who deal with global health problems that might have AI solutions though they may not yet be aware of this possibility. It is unclear if these problem statements should be high level or specific (e.g., include data sources), or start with low-hanging fruit to help establish “proof of Challenge principle”. Such a list (published by WHO and ITU) could be a useful resource in its own right. We face several choices:

· Should we start with a problem and see what data sets there are for possible AI solutions to that problem? Or should we start with the focus on data sets? If we focus on problems first and see how we can get data sets, we might produce unique solutions. If we focus on data sets, that might limit us, but at least we might get solutions quicker.

· Do we write down all potential data sets ‘out there’ with potential access (with the support of partners) and then reach out to potential collaborators and see what implementable solutions are possible with those data sets?

· Do we start with a limited number of areas – say two or three – and work outwards, or do we throw the search wide open from the start? One strategy would be to locate some low hanging fruit – data already likely to facilitate a solution – to generate interest, a ‘buzz’ even, and get implementation. 

· Can we get enough good-quality reference data to support Challenges? If not, as an alternative, we might accept project proposals – e.g., descriptions of how to tackle the problem of millions of undiagnosed cases of TB per year – supported by videos of proposed solution, to be judged as a possible supported prototype.

1.7. [bookmark: _Toc95245468]Case studies



The focus of Challenges should be on solutions that rely on technology in situ, and so we intend to explore in particular how to leverage ‘atoms-in-place’ such as mobile phones, existing sensors, and other devices, under the mantra of ‘moving bytes not atoms’. Matters are made more complicated if there is need for movement of physical devices along supply chains. Yet, we are also aware (from previous work on vaccine access) of the value of the deployment of physical interventions, such as scanners, along supply chains using local AI capacity, and of the importance of data storage and processing infrastructure. There is a need for balance. The following three case studies (all courtesy of the Gates Foundation) illustrate our thinking.



Atoms in place Case Study 1: Leveraging mobile phones for malaria rapid diagnostic tests 

There are about a billion malaria Rapid Diagnostic (lateral flow) Tests produced in a year. Even when the tests perform as designed, human error means that about 20% of results are inaccurate (e.g., test lines are not interpreted correctly, or the lines have faded). In addition to the traditional response of increasing staff training or designing even more full-proof tests, another solution is replacing the human eye with a, relatively trivial, computer vision problem. As a side benefit, this generates an auditory trail of tests and associated pictures that can be tied to individual patients, enabling follow-up. This still needs processing and data storage. It is also critical to pay attention to the frequent overuse of malaria tests, and the need to understand the incentives and multiple reasons for this overuse, such that making tests easier doesn’t reinforce already existing distortions.



Atoms in place Case Study 2: Mobile phones to measure low birth weight (and child dimensions)

When community health workers go door-to-door taking the weight of babies, in practice data shows that babies hit pre-specified target weights more frequently than expected by random error. The Gates Foundation is working with Wadhwani AI in India, https://www.wadhwaniai.org to develop computer-vision algorithms trained on 3D models of babies. This generates an audit trail and picture evidence that guarantees that someone took the measurement. However, the collection of the training data is challenging.



Atoms in place Case Study 3: Nigeria’s digitised malaria bed net campaign 

Many bed nets do not reach populations who need them. A traditional global health approach would be to build a big bed-net tracking infrastructure. With limited resources, a cheaper solution is to link three data sets, by sticking a QR code on a malaria bed net, linking that to a QR code on a card used to claim that bed net, and linking bed nets to individuals in the maternal care system. The Gates Foundation is funding IPRD Solutions  to help the Nigerian government ensure that every pregnant woman receives a bed net using such a system.



In all these case studies, using mobile devices is not straightforward, and possess several questions such as: Is all the data processing done inside an app with the model fully loaded on a hand-held device? Is there an external knowledge repository into which data is fed from the device for machine learning at a distance and a result sent back to the device? How robust are any of these in regions with poor digital connectivity? Does the model get updated (or corrected or removed) and, if so, how and who pays? Can the model be adapted to devices according to the age of their operating systems, camera resolutions and light conditions, etc.? With many competing apps, can a new one avoid overload, both of device and of the user, and not become prone to misuse or not get used at all? What is the acceptable accuracy, sensitivity/specificity when in practical use (as opposed to in theoretical and tests settings)? 





1.8. [bookmark: _Toc95245469]Possible Challenges as ‘proof of Challenge principle’



We have started to put together potential areas (Figure 3) for which Challenges can be used to solicit digital solutions designed according to the principles previously discussed in Section 5.
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Figure 3: Proposed topic areas for Challenges



In the following we describe three illustrative examples.



Focus Challenge 1: Tuberculosis

A compelling case can be made for an early TB digital health tools challenge. TB inflicts a high global-health burden, much innovation is needed, and only few groups are working on data-driven solutions. Many cases of TB go undiagnosed, underscoring the need for new diagnostic tools. There are programs that have gathered a lot of data – e.g., X ray images that can be used to train classifiers to diagnose TB – that might provide the proverbial low hanging fruit. Indeed, some of the new AI tools being developed for COVID-19 (imaging, etc.) might be repurposeable for TB. Wadwhani, working in India, might be a partner on development of algorithms and data. India has a lot of TB data that is well curated. Villgro Africa is also working with colleagues on TB.



Focus Challenge 2: Drug adherence

High levels of non-adherence to drugs risks the health of individuals but also, by encouraging drug resistance, the health of populations. Predicting who is likely to be non-adherent can help inform who, and how, to nudge before they become nonadherent. Again, there is lots of DOTS TB data, allowing the possibility to explore who is not likely to be adherent, and when they are likely to become non-adherent (is it after two weeks, one month, or longer?). 



Focus Challenge 3: Substandard and Falsified (SF) medicines

The global trade in substandard and falsified (SF) medicines is estimated to be as high as $200 billion a year,[footnoteRef:13] and hundreds of thousands of deaths are caused by SF medicines. What data do we have to tackle this problem using models and data science, and what data do we need to generate better insight and provide solutions? [13:  Ozawa, S., Evans, D.R., Bessias, S., Haynie, D.G., Yemeke, T.T., Laing, S.K. and Herrington, J.E., 2018. Prevalence and estimated economic burden of substandard and falsified medicines in low-and middle-income countries: a systematic review and meta-analysis. JAMA network open, 1(4), pp.e181662-e181662. Available at https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6324280/] 






[bookmark: _Toc95245470]Annex 1: Potential partners



In a typical health hackathon or Challenge, contestants try to convince a small panel of judges. We are building a strong coalition of partners, with much more diverse expertise, from the public and private sectors and civil society, and our Challenge process will be much more thorough in terms of evaluation, ground-truthing data, and supporting participants from ideas through to scaled-up impact. As one of the team has noted, we aspire to “a cool effort to bring together many fields working on data and global health based on strong global dialogue.” 



Success will be driven by how well we pull together diverse expertise and the willingness for many across a global network, both north and south, to join the effort based on the value we create for each. This aligns well with Abuja Principle 9 (developed previously by members of the Group) to build a stakeholder ecosystem of support for digital health solutions across all stakeholders, including technology partners, implementing agencies, NGOs, civil society, country partners, donors, patients, and others users.[footnoteRef:14] We also intend to encourage impact investors, many of whom have shown interest in green investments with payoffs articulated in terms of environmental impacts, and we would explore application of similar logic to investments with global-health impacts. [14:  COVID-19 Vaccine Access: Achieving equitable access to quality COVID-19 vaccines,using digital, AI, and GIS solutions‘ https://covid19crc.org/wp-content/uploads/2022/01/Vaccine-Access-Report_6-January.pdf, and article in submission as ”The Abuja Principles for Digital Health Tools -- lessons learned from COVID-19-driven digital health solutions in Africa,” ] 




Often those in authority do not have the AI science background, and those with AI skills do not have access to the regulatory authorities. With the ITU-WHO FG-AI4H establishing the standards, the WG-CO will be able to operate as a bridge between the various parties. We do not have to have everyone on board right away. We can gradually add partners as they see the value of what we are doing and that we respect and value all those we work with. Researchers and practitioners from the global south will be key partners. Though the global south very much wants strong participation of the global north, it numbs efforts if we are seen as coming only from the global north.



· Wadhwani AI

Based in India, https://www.wadhwaniai.org  CK = Gates happy to assist connection



· ‘AI for good’

 https://www.aiforgood.co.uk/community 



· I-dair 

https://www.i-dair.org, based out of Geneva. Have funding of Botnar and Wellcome, and Gates exploring putting together an MoU (is this in confidence?)



· Ipr-d 

https://www.iprdsolutions.com/ Head office in New York, offices in JoBerg and Bangalore.



· International Development Research Centre, IDRC

https://www.idrc.ca/en  Invests in knowledge, innovation, and solutions to improve the lives of people in LMICs.



· Lacuna Fund 

Lacuna Fund ( https://lacunafund.org/health/) has been investing in LMICs to collect data for health-care and for agriculture. However, when they give grants, mostly to academic groups, to collect data sets to put in the public domain, they are not always in the position to follow up on the final solutions. As part of a consortium, our activities will boost the value of Lacuna’s solutions and enable Lacuna to go beyond data collection. We can also support them by prototyping Challenges going from data to two years after what is done with the data, working backward with the target end in mind. Lacuna has received funds from Google, Rockefeller Foundation, and I-dair.



· Digital Health Resource Centre (dHRC) of the Aga Khan Development Network



· COVID-19 Clinical Research Coalition, https://covid19crc.org/



· Fruitpunch (AI startup running hackathons in The Netherlands), https://fruitpunch.ai/



· Artificial Intelligence for Development, http://ai-d.org/ 



· FIOCRUZ (including CIDACS) https://portal.fiocruz.br/en and https://cidacs.bahia.fiocruz.br/en/



· The Global Health Network, https://tghn.org/



· The Global Health Research Accelerator, https://innovation.ox.ac.uk/about/social-enterprises/social-venture-case-studies/global-health-research-accelerator/



· Oxford Big Data Institute, https://www.bdi.ox.ac.uk/



· Oxford Centre for Global Health Research, https://www.tropicalmedicine.ox.ac.uk/research/oxford



· Skoll Centre for Social Entrepreneurship, https://www.sbs.ox.ac.uk/research/centres-and-initiatives/skoll-centre-social-entrepreneurship



· CABI (Centre for Agriculture and Bioscience International), https://www.cabi.org/



· Clinton Health Action Initiative, https://www.clintonhealthaccess.org/



· FIND (Foundation for Innovative New Diagnostics), https://www.finddx.org/



· NIH https://www.nih.gov/ 
NIH has invested heavily in digital health and AI for health but, we are informed, is concerned that lots of funds given to academic researchers ends in paper publications, and the NIH would like to see more of the projects they fund going further into use beyond research lab results.



· Villgro Africa, https://villgroafrica.org/


Villgro Africa is a key partner because they work with companies and data sets from more than 10 countries, and they are used to thinking of the end use and scale up. They now have 11 companies, and six are focussing on healthcare AI. Some of them don’t know how to extract the data from their repositories and would respond well to help. Villgro Africa have strong connections with researchers and ministries in countries, whom this Group could support with their data sets. Villgo Africa (and others) also give training and assist in commercialisation of solutions which aligns well with concern for training and outreach to young people.



· Africa Academy of Sciences, https://aasciences.africa/



· mPedigree, https://mpedigree.com/

· 

· minoHealth AI labs, https://www.minohealth.org/



· Universities
We need an inventory of possible universities, especially in the global south. Many of those working in AI are not academic but business people, and do not understand the regulatory issues and rigor around the data to make solid marketable solutions. Academic/educational groups have a role in bridging this gap. There are large implementation groups in Oxford connected to the OCGHR Oxford Centre for Global Health Research (https://www.tropicalmedicine.ox.ac.uk/research/oxford)



· Academics also need to be challenged to think beyond their current projects to longer-term impacts, to ‘bioinnovate’ as Villgro Africa colleagues put it, with many excellent researchers who ‘know their stuff really well’ never thinking to go to market. 



· Foundations working on digital health solutions
Gates, Botnar, Wellcome, Ramsey, etc.



· Our World in Data https://ourworldindata.org/
Experience with global data sets and building trust.



· Transform Health 
https://transformhealthcoalition.org/ This group coordinated the launch in 2021 of the first Digital Health Week – focusing on how digital technology and the use of data can help governments, in collaboration with professional bodies, the private sector, civil society, community groups and others, to achieve universal healthcare by 2030.



· WHO, including regional offices such as the Regional Office for Africa 
Having WHO signatory to solutions will be needed before supporting mass scale up.



· Governments 
Hackathons on their own do not appeal to funders, and cool algorithms alone do not solve problems. Funders still face many uncertainties and unanswered questions. We need to tie successful interventions to care, take to scale, and pay for them. For this to happen, governments must be involved from the start. Political priorities, economic growth strategies, civic engagement all shape what it possible. Governments are also getting ‘data savvy’, increasingly aware of the data within their borders. With the rise of data nationalism, it is good to work close to governments that can access data responsibly, and it reassures them about what the use of such data will be and the ethics of its use. They are also better positioned to articulate the health problems they are facing that might be amenable to data-driven solutions. 

· We have a growing network of government (or potential government) partners, with a few possible early strategic partners: Kenya, Nigeria, India, Afghanistan, various SE Asia, Tibet, AAS? Funders, such as Gates, are also strategically investing in groups that connect well to governments.
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