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[bookmark: _Hlk83543388]FG-AI4H Topic Description Document
Topic group - AI in sanitation for public health (TG-Sanitation)
[bookmark: _heading=h.17dp8vu][bookmark: _Toc83409654][bookmark: _Toc83543775]Introduction
Topic Driver: Add a short (half page) introduction to the topic. The introduction should provide a general overview of the addressed health topic and basic information about the AI task, including the input data and the output of the AI. The objective and expected impact of the benchmarking should also be described. More detailed information about the topic will appear in section 1.3.
Safe sanitation remains inaccessible to over 50% of the world population, contributing to nearly 1 million deaths in low- and middle-income countries (World Health Organization, 2019a). Inadequate sanitation and unsafe water supply contribute to diarrhoeal disease, which is a leading cause of global childhood mortality and morbidity. Poor sanitation is estimated to have cost $260 billion in disruption to economic productivity and healthcare costs per year from 2012 to 2015 (Hutton, 2012).
We will use a host of health event data, environmental contamination data, weather, and watershed ecological data to predict incident diarrhoeal disease. Our AI applications are being piloted in collaboration with Woodco an Ireland-based sensor developer, who owns some of the sensor technology going into the field, and our local partners at University of KwaZulu-Natal, who have engaged for many years with this community of informal settlements on the outskirts of eThekwini in South Africa.
Data inputs include ongoing testing for waterborne pathogens in local water systems, communal ablution block sensors, and pathogen testing in the waste treatment stream before and after pyrolysis treatment. This ground data is complemented by satellite EO, GNSS data, and weather data systems. The primary output of interest is the incidence of diarrhoeal disease.
Although the burden of disease is great, current capacity to detect diarrhoeal disease outbreak is severely limited. Community engagement and understanding around health and data privacy is a critical step in using some of these sensors and other local sources of data. The ethical and regulatory considerations of this benchmarking effort, especially in this specific context, namely this highly marginalized and systematically disadvantaged community, must be given sufficient consideration.
This topic description document specifies the standardized benchmarking for sanitation systems. It serves as deliverable No.10.23 of the ITU/WHO Focus Group on AI for Health (FG-AI4H).
[bookmark: _heading=h.3rdcrjn][bookmark: _Toc83409655][bookmark: _Toc83543776]About the FG-AI4H topic group on AI in sanitation for public health
[bookmark: _heading=h.26in1rg]The introduction highlights the potential of a standardized benchmarking of AI systems in sanitation for public health to help solving important health issues and provide decision-makers with the necessary insight to successfully address these challenges.
To develop this benchmarking framework, FG-AI4H decided to create the TG-Sanitation at the meeting L (e-meeting 19-21 May 2021).
FG-AI4H assigns a topic driver to each topic group (similar to a moderator) who coordinates the collaboration of all topic group members on the TDD. During FG-AI4H meeting L (e-meeting 19-21 May 2021) Khahlil Louisy from ITGH was nominated as topic driver for the TG-Sanitation. Alexander Radunsky from ITGH was also nominated as co-driver for the TG-Sanitation.
[bookmark: _heading=h.lnxbz9][bookmark: _Toc83409656][bookmark: _Toc83543777]Documentation
Topic Driver: As the structure of the TDD document is the same for all topic groups, you only need to fill in the green placeholders [].
This document is the TDD for the TG-Sanitation. It introduces the health topic including the AI task, outlines its relevance and the potential impact that the benchmarking will have on the health system and patient outcome, and provides an overview of the existing AI solutions for AI in sanitation for public health. It describes the existing approaches for assessing the quality of sanitation systems and provides the details that are likely relevant for setting up a new standardized benchmarking. It specifies the actual benchmarking methods for all subtopics at a level of detail that includes technological and operational implementation. There are individual subsections for all versions of the benchmarking. Finally, it summarizes the results of the topic group’s benchmarking initiative and benchmarking runs. In addition, the TDD addresses ethical and regulatory aspects.
The TDD will be developed cooperatively by all members of the topic group over time and updated TDD iterations are expected to be presented at each FG-AI4H meeting.
The final version of this TDD will be released as deliverable “DEL 10.23 AI in sanitation for public health (TG-Sanitation).” The topic group is expected to submit input documents reflecting updates to the work on this deliverable (Table 1) to each FG-AI4H meeting.
[bookmark: _heading=h.35nkun2][bookmark: _Toc83409414][bookmark: _Toc83543809]Table 1: Topic group output documents
	Number
	Title

	FGAI4H-x-028-A01
	Latest update of the Topic Description Document of the TG-Sanitation 

	FGAI4H-x-028-A02
	Latest update of the Call for Topic Group Participation (CfTGP)

	FGAI4H-x-028-A03
	The presentation summarizing the latest update of the Topic Description Document of the TG-Sanitation



The working version of this document can be found in the official topic group SharePoint directory.
· https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/tg/SitePages/TG-Sanitation.aspx
Select the following link:
· https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/tg/_layouts/15/WopiFrame.aspx?sourcedoc=%7B493339B7-4AF1-4875-9896-0281BF762280%7D&file=TDD-FGAI4H-J-105.docx&action=default
[bookmark: _heading=h.1ksv4uv][bookmark: _Toc83409657][bookmark: _Toc83543778]Status of this topic group
The following subsections describe the update of the collaboration within the TG-Sanitation for the official focus group meetings.
[bookmark: _heading=h.44sinio][bookmark: _Toc83409658][bookmark: _Toc83543779]Status update for meeting [M]
Topic Driver: Please insert a one-page summary of the work since the last focus group meeting. This can include:

Since the previous meeting, ITGH has met twice weekly to discuss and reflect on the topic. We have assembled a preliminary team for the focus group comprised of five individuals affiliated with ITGH. The topic group has researched and written preliminary drafts for portions of sections 1, 2, 3, 4 and 8 of the Topic Description Document. Additionally, we have met on several occasions with Woodco to discuss the topic and outline our involvement. Finally, we have drafted a Call for Participation and outlined areas of expertise we would be interested in incorporating in our focus group.
[bookmark: _heading=h.2jxsxqh][bookmark: _heading=h.z337ya][bookmark: _Toc83409659][bookmark: _Toc83543780]Topic group participation
The participation in both, the Focus Group on AI for Health and in a TG is generally open to anyone (with a free ITU account). For this TG, the corresponding ‘Call for TG participation’ (CfTGP) can be found here:
· https://www.itu.int/en/ITU-T/focusgroups/ai4h/Documents/tg/CfP-TG-Sanitation.pdf
Each topic group also has a corresponding subpage on the ITU collaboration site. The subpage for this topic group can be found here:
· https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/tg/SitePages/TG-Sanitation.aspx
Topic Driver: Please set up a regular (e.g., bi-weekly) online meeting with rotating and considerate time windows (to account for participants in different time zones) and inform the ITU secretariat to schedule the meeting in the FG-AI4H calendar.
For participation in this topic group, interested parties can also join the regular online meetings. For all TGs, the link will be the standard ITU-TG ‘zoom’ link:
· https://itu.zoom.us/my/fgai4h
All relevant administrative information about FG-AI4H—like upcoming meetings or document deadlines—will be announced via the general FG-AI4H mailing list fgai4h@lists.itu.int.
All TG members should subscribe to this mailing list as part of the registration process for their ITU user account by following the instructions in the ‘Call for Topic Group participation’ and this link:
· https://itu.int/go/fgai4h/join
In addition to the general FG-AI4H mailing list, each topic group can create an individual mailing list:
Topic Driver: Please contact the ITU secretariat tsbfgai4h@itu.int to create a mailing list for your TG.
Delete this passage if you are starting without a specific mailing list for your TG.
· [INSERT YOUR TOPIC GROUP MAILING LIST HERE]
Regular FG-AI4H workshops and meetings proceed about every two months at changing locations around the globe or remotely. More information can be found on the official FG-AI4H website:
· https://itu.int/go/fgai4h
[bookmark: _heading=h.3j2qqm3][bookmark: _Toc83409660][bookmark: _Toc83543781]Topic description
This section contains a detailed description and background information of the specific health topic for the benchmarking of AI in Sanitation and how this can help to solve a relevant ‘real-world’ problem.
Topic groups summarize related benchmarking AI subjects to reduce redundancy, leverage synergies, and streamline FG-AI4H meetings. However, in some cases different subtopic groups can be established within one topic group to pursue different topic-specific fields of expertise. The TG-Sanitation currently has no subtopics. Future subtopics for [SUBTOPIC NAME] might be introduced.
Topic Driver: Topic groups typically begin without subtopics. Please write a few lines indicating future subtopics that might become relevant. Once you have defined subtopics, their focus/mandate should be explained in this section.
[bookmark: _heading=h.1y810tw][bookmark: _Toc83409661][bookmark: _Toc83543782]Subtopic [A]
[bookmark: _heading=h.4i7ojhp][bookmark: _Toc83409662][bookmark: _Toc83543783]Definition of the AI task
This section provides a detailed description of the specific task the AI systems of this TG are expected to solve. It is not about the benchmarking process (this will be discussed more detailed in chapter 4). This section corresponds to DEL03 “AI requirements specifications,” which describes the functional, behavioural, and operational aspects of an AI system.

Summary of the Solution
The AI’s ultimate goal is to enable stewardship of diarrhoeal and sanitation related health problems in communities with limited sanitation infrastructure. The system currently in development by our field partners will enable the generation of several data streams, whose frequency (weekly, daily, NRT) will evolve progressively as the roll out of the project advances.
The data thus collected will be — on top of being consolidated for basic analysis — fed into an algorithm to predict outbreaks of diarrhoeal disease in the community. As such, the task is expected to be a binary prediction. The geographical resolution of the same, the prediction window, and the exact FP/FN trade-off are expected to be defined during the course of the present FG.
[image: ]
[bookmark: _Toc83409417][bookmark: _Toc83543810]Figure 1: Solution architecture blocks
Data Streams
Sensors to detect presence of pathogens in fecal sludge, as well as acoustic-based diarrhoea detectors in Community Ablution Blocks (CAB’s) are planned to be deployed on a pilot community in KwaZulu-Natal, South Africa. Signals from the sensors are edge-processed (using standard Raspberry Pi devices) and propagated primarily through standard LoRaWAN to central processing. These features are expected to provide small scale information about potential outbreaks. In the early stages of the project, the pathogen sensing technology will be replaced by frequent laboratory testing and manual input into the system.
Earth observation data from ESA missions Sentinel-5p (atmospheric composition) and Sentinel-3 (vegetation, water and moisture indices) provided by the European Space Agency allows the system to assess environmental and ecological changes including water chemistry, conditions at dumping sites, temperature changes. In combination with terrestrial sources for water level and turbidity at select sampling points of the basin, and weather observation data, we expect the system to capture weather patterns, water level, atmospheric conditions and land use (proxying for factors such as illegal dumping), and model their combined impact on disease propagation in the pilot communities.
Additionally to the aforementioned streams, data from a sludge pyrolysis plant (including inflow / outflow measures as well as process KPIs), sanitation supply chain management data (CAB usage levels, consumables, sludge transport data) will provide a fuller picture of the state of the system, and may also be incorporated into the predictive model provided they add significant performance.
The combination of these data streams are expected to be used to identify the presence of disease-causing pathogens in water bodies in communities, and to serve as input for AI models that predict possible disease outbreaks based on those observations.
The data and findings from the analyses are published to a centralized platform that is accessible to health practitioners, equipping them with the knowledge required to make rapid decisions aimed at controlling the spread of any disease outbreaks.
What makes your solution innovative?
The solution combines repurposed space technology to conduct ecological and environmental observations which is then combined with data from IoT sensors - acoustic in public toilets, from fecal sludge in sewage systems, and in water systems to detect the presence of disease-causing pathogens. Using these datasets, machine learning models and AI can be developed and trained to predict potential community disease outbreaks, when the conditions that are conducive to this phenomena converge. The data and results from the analyses are maintained in a global, centralized, and accessible platform with no government intervention, which is an important feature for communicating vital and valid information.
The combination of sanitation systems data and earth observation data to predict disease outcome is not currently practiced, yet we know that environmental and ecological changes may create the conditions necessary for diseases to incubate and propagate. Analysing faecal waste in community sewage systems also eliminates violating individual privacy. The availability of both ecological and faecal analysis data presents opportunities for researchers and health practitioners to utilize in their various approaches to understanding the nature of disease spread and their effects in communities.
Please select the technologies currently used in your solution:	Comment by Simão Campos-Neto: Is this a figure or a table? If so please add a caption and a call out in text. If not, please elaborate.
Artificial Intelligence / Machine Learning
GIS and Geospatial Technology
Imaging and Sensor Technology
Internet of Things
Software and Mobile Applications

[bookmark: _heading=h.2xcytpi][bookmark: _Toc83409663][bookmark: _Toc83543784]Current gold standard
This section provides a description of the established gold standard of the addressed health topic.
Inadequate water, sanitation, and hygiene (WASH) is linked to water-borne illnesses such as cholera, intestinal worms and typhoid: diarrhoel disease is implicated in the deaths of 297,000 children under 5 every year (World Health Organization, 2019c) and an economic burden estimated at over $12 billion (Alhamlan et al., 2015). These diseases are especially prevalent in communities with poorly developed sanitation systems and limited access to safe drinking water or toilets. Therefore, these communities face constant outbreaks of water-borne illnesses, leading to chronic malnutrition and ill-health in the local population. To mitigate the effect of these outbreaks, the WHO as well as other organisations have published clear guidelines to detect and manage outbreaks of water-related infectious diseases (WRID)(World Health Organization, 2019a) (Centers for Disease Control and Prevention (CDC), 2021). These guidelines suggest that local health authorities constantly monitor the health of their community using a combination of makers directly assessing WRID (e.g. reports from healthcare providers) as well as more indirect markers (e.g. sale of antidiarrheal drugs, complaints of water quality, etc.). Based on these different markers, health authorities can rapidly detect and verify the outbreak of disease. Once identified, the authorities collect information about the spread of cases and generate hypotheses about the possible sources of outbreak. They then collect water or other specimens to validate their hypothesis, helping contain an outbreak.
These methods of detection and management have been successful in helping us rapidly identify the outbreak of WRIDs. For example, a recent study considering time to detection for any infectious disease outbreak in Africa from 2017 to 2019 showed WRIDs have the shortest median time to detection of just 2 days (Impouma et al., 2020). While these methods allow us to rapidly mount a response to disease outbreaks, they do not seem to allow predictive modelling of WRID outbreaks. This limitation in our current approach was highlighted in a recent CDC report where it was stated that it would be ‘impossible to predict the type of contamination or illness prior to an outbreak’ using our current methods4. The lack of predictive modelling may reduce the effectiveness of our response; preventing us from preparing the most vulnerable communities for disease or taking pre-emptive measures to stop the initial spread. Therefore, any advances allowing us to predict water-borne disease outbreaks may be a crucial step in helping at-risk communities prepare for and mitigate the effects of water-borne disease outbreaks.
[bookmark: _heading=h.1ci93xb][bookmark: _Toc83409664][bookmark: _Toc83543785]Relevance and impact of an AI solution
This section addresses the relevance and impact of the AI solution (e.g., on the health system or the patient outcome) and describes how solving the task with AI improves a health issue.
· Why is solving the addressed task with AI relevant?
· Which impact of deploying such systems is expected (e.g., impact on the health system, overall health system cost, life expectancy, or gross domestic product)?
· Why is benchmarking for this topic important (e.g., does it provide stakeholders with numbers for decision-making; does it simplify regulation, build trust, or facilitate adoption)?
[bookmark: _heading=h.3whwml4][bookmark: _Toc83409665][bookmark: _Toc83543786]Existing AI solutions
This section provides an overview of existing AI solutions for the same health topic that are already in operation. It should contain details of the operations, limitations, robustness, and the scope of the available AI solutions. The details on performance and existing benchmarking procedures will be covered in chapter 6.
· Description of the general status and the maturity of AI systems for the health topic of your TG (e.g., exclusively prototypes, applications, and validated medical devices)
· Which are the currently known AI systems and their inputs, outputs, key features, target user groups, and intended use (if not discussed before)? This can also be provided as a table.
· What are the common features found in most AI solutions that might be benchmarked?
· What are the relevant metadata dimensions characterizing the AI systems in this field and with relevance for reporting (e.g., systems supporting offline functions, availability in certain languages, and the capability to process data in a specific format)?
· Description of existing AI systems and their scope, robustness, and other dimensions.
[bookmark: _heading=h.2bn6wsx][bookmark: _Toc83409666][bookmark: _Toc83543787]Subtopic [B]
Topic driver: If you have subtopics in your topic group, describe how the existing AI solutions in the second subtopic [B] deviate from the description in the previous section. Please use the same subsection structure as above for the first subtopic [A]. If there are no subtopics in your topic group, you can remove the “Subtopic” outline level, but - of course - you need to keep the subsections! In this case, please adapt the lower outline levels accordingly (section numbering).
[bookmark: _heading=h.qsh70q][bookmark: _Toc83409667][bookmark: _Toc83543788]Ethical considerations
The rapidly evolving field of AI and digital technology in the fields of medicine and public health raises a number of ethical, legal, and social concerns that have to be considered in this context. They are discussed in deliverable DEL01 “AI4H ethics considerations,” which was developed by the working group on “Ethical considerations on AI4H” (WG-Ethics). This section refers to DEL01 and should reflect the ethical considerations of the TG-Sanitation.
Ethics for AI in Sanitation is our project’s ethics component which specifically deals with the ethical sustainability of the whole project, i.e., the ethical assessment of the risks and benefits raised by the benchmarking introduction of predictive AI systems in sanitation, and especially, of predictive ML for disease outbreak’s early-detection, analysis, mitigation, and communication.
Since no ethical framework has been specifically conceptualized and thus operationalized with reference to public sanitation as application field in the current ethics of AI scholarship, our project aims at developing the first ethical evaluation framework for the full deployment of AI in sanitation for old and novel disease pathogens’ detection and discovering in communities’ water bodies via the combination of sensors, GNSS data, and ML’ predictive analytics.
Our ethical framework is grounded on a first risk-assessment evaluation which highlights the ethical implications of introducing benchmarking AI in real-word scenarios according to a different-level risks analysis. While, indeed, benefits related to the potential of AI for social good in sanitation have been clarified in section 1. (introduction), technical risks related to the specific ML model in use and the dataset collected need to be anticipated and addressed by this very first stage of the project design – and this task specifically pertains to the ethics’ domain.
The ethical concerns related to the introduction of benchmarking AI in real-world sanitation’s scenarios can be related to 1) the quality of knowledge that predictive ML systems can produce, i.e., the quality of correlations discovered by AI on the presence of pathogens and their relation to certain diseases’ outbreak, as well as the disclosure of new potential environmental factors as specific causes of disease. Indeed, ML algorithms are probabilistic, therefore not infallible, and rarely sufficient to posit existence of causal relationship (James et al. 2013; Valiant 1984). In fact, just because ML can recognize patterns and discover correlations by analysing huge amounts of heterogeneous data does not necessarily make them necessarily meaningful or accurate. As it has been extensively argued in the ethics of AI literature (Boyd and Crawford 2012), ML often encourages practices of apophenia, i.e., seeing patterns where none actually exist, simply because massive quantities of data can offer connections that radiate in all directions. This can be highly problematic, as the patterns identified by algorithms may be the result of inherent properties of the system modelled by the data, of the datasets (that is, of the model itself, rather than the underlying system), or of skillful manipulation of datasets (properties neither of the model nor of the system). This is the case, for example, of Simpson’s paradox, when trends that are observed in different groups of data reverse when the data is aggregated (Blyth 1972). In the last two cases, poor quality of the data leads to inconclusive evidence. This is problematic as focusing on non-causal indicators may distract attention from the underlying causes of a given problem/disease. Indeed, ethical concerns can be related also to 2) the quality of data as input to the ML model and the presence of bias. Indeed, algorithmic outcomes can only be as reliable as the data they are based on. The presence of bias in the input dataset or in the training dataset (Shah 2018) of the ML model can make the evidence produced by predictive ML wrong and misguided. Unwanted bias can occur not only via but also due to improper deployment of an algorithm. Consider transfer context bias: the problematic bias that emerges when a functioning algorithm is used in a new environment. For example, if a research hospital’s healthcare algorithm is used in a rural clinic and assumes that the same level of resources are available to the rural clinic as the research hospital, the healthcare resource allocation decisions generated by the algorithm will be inaccurate and flawed (Danks and London 2017). Biases in ML’s functioning can generate discriminatory knowledge which leads in turn to produce actions that can be found having more of an impact (positive or negative) on one group of people rather than another. To complicate the issue is what is called the opacity of ML. Indeed, very often, how ML reaches a certain prediction or decision by analysing data is not comprehensible to the human (expert) eye. This makes the detection of biases an extremely difficult task. To sum up, the kind of knowledge produced by ML algorithms can constitute inconclusive, sometimes misguided, and very often inscrutable evidence; if it is used by public infrastructures and policy-makers to make decisions (e.g., how to allocate resources or how to implement measures to prevent the spread of certain diseases), it can lead to risks for the society at different levels. At the individual level, risks related to the previous concerns can range from the wrong identification of certain disease causes in reference to a specific person or groups of people (a person or a community using public sanitation services can be wrongly identified as connected to the spread of certain disease and be blamed for that) and be subject to deep health surveillance and therefore to phenomena of privacy’s and autonomy’s infringement, up to risk of social injustice towards vulnerable groups due to a more severe profiling towards members of low-income communities as those more using public toilets, which in turn leads to phenomena of discrimination against those communities inasmuch as seen as less healthy. At the society level, ethical risks related to the previous concerns can range from the excessively broad data sharing between public and private entities (privacy issues), to waste of funds and resources not directed to areas of greater need and therefore to a poorer public healthcare provision and worsening health outcomes due to the use of inaccurate evidence, up to inequality in outcome due to the use on scale of biased evidence; as well as a low adoption and loss of trust on technology and public sanitation due to the use of inscrutable (or black box) ML.
In order to prevent/mitigate the above-mentioned ethical risks*, for the next phase of the project (i.e., the choice and the deployment of the specific ML model on the collected dataset), criteria to be met in order to ensure and operationalize privacy and fairness in our ethical AI for sanitation have been identified as critical aspects on which to focus further work in our TG.	Comment by Simão Campos-Neto: What does this start refer to?
About privacy: individuals’ privacy is taken into account from the choice of the specific ML model to deploy for the predictive task. Highly advanced privacy-preserving techniques – such as federated learning and/or split learning – will be deployed to drive ML functioning to safeguard users’ privacy. Moreover, to be ethically justifiable, the project requires to meet the following privacy’s enabling factors: 1. the collection of users’ data cannot be mandatory (it is always optional for the members of the communities involved accepting or not the profiling) and specifically 2. it requires the clear consensus of the participants (the community involved should have choice over what of their data is shared and when, as well as to be in the position to ask for removal); 3. the privacy-preserving techniques deployed – as those above mentioned – should ensure that users’ data is not re-identifiable. Furthermore, 4. the purpose of the data collection phase should be limited to a clearly defined scope (it can range from the sole prevention to a more influencing health-monitoring, but it needs to be declared from the beginning); the same is valid for 5. the potential use of data collected and correlations discovered for secondary uses and/or in combination with other/multiple data sources: these aspects should be made transparent and subject to users’ and/or a medical ethics board’s approval. Lastly, health data collected will be managed and stored according to the EU regulation (GDPR): as under a “special category” of data, its use can be limited to the sole scope of the project; this means that, for example, although is anonymized, its sharing/selling with third-party entities outside the project will not be allowed.
About fairness: a very first work on how to operationalize AI ethics principle of fairness (also called – in technical vocabulary – same performance) is based on choosing ML model able to ensure at a minimum threshold three distributive justice options (Rajkomar et al. 2019): 1) equal outcomes, i.e., the benefits produced from the deployment of ML models in terms of outcomes ought to be the same for protected and unprotected groups; 2) equal performance, i.e., performance and results of ML ought to be equally accurate for members belonging to protected and unprotected groups for such metrics as accuracy, sensitivity (equal opportunity), specificity (equalized odds), and positive predictive value (or predictive parity [1]); and 3) equal allocation, also called as demographic parity (Pleiss et al., 2017), i.e., the allocation of resources as decided by the model ought to be equal across groups and especially proportionally allocated to members of the protected group. The metric used to evaluate is the rate of positive predictions produced by ML for protected and unprotected groups. Further work on fairness in AI for sanitation and how to operationalize it will be developed in the next phase of the project.


[1] Rajkomar et al. (2019) enucleate these metrics with an example considering African American patients as protected group: “A higher false-negative rate in healthcare ML prediction would mean African American patients were missing the opportunity to be identified; in this case, equal sensitivity is desirable. A higher false-positive rate healthcare ML prediction in might be especially deleterious by leading to potentially harmful interventions (such as unnecessary biopsies), motivating equal specificity. When the positive predictive value for alerts in the protected group is lower than in the non protected groups, clinicians may learn that the alerts are less informative for them and act on them less (a situation known as class-specific alert fatigue). Ensuring equal positive predictive value is desirable in this case” (p. 5).

*This is a preliminary ethical inquiry of the issue “Ethics in AI for Sanitation”: a more extended and detailed version of the risk assessment evaluation will be provided in a second revision of the document.
[bookmark: _heading=h.3as4poj][bookmark: _Toc83409668][bookmark: _Toc83543789]Existing work on benchmarking
This section focuses on the existing benchmarking processes in the context of AI and Sanitation for quality assessment. It addresses different aspects of the existing work on benchmarking of AI systems (e.g., relevant scientific publications, benchmarking frameworks, scores and metrics, and clinical evaluation attempts). The goal is to collect all relevant learnings from previous benchmarking that could help to implement the benchmarking process in this topic group.
[bookmark: _heading=h.1pxezwc][bookmark: _Toc83409669][bookmark: _Toc83543790]Subtopic [A]
Topic driver: If there are subtopics in your topic group, describe the existing work on benchmarking for the first subtopic [A] in this section. If there are no sub-topics, you can remove the “Subtopic” outline level, but - of course - you need to keep the subsections below!
[bookmark: _heading=h.49x2ik5][bookmark: _Toc83409670][bookmark: _Toc83543791]Publications on benchmarking systems
While a representative comparable benchmarking for sanitation does not yet exist, some work has been done in the scientific community assessing the performance of such systems. This section summarizes insights from the most relevant publications on this topic. It covers parts of the deliverable DEL07 “AI for health evaluation considerations,” DEL07_1 “AI4H evaluation process description,” DEL07_2 “AI technical test specification,” DEL07_3 “Data and artificial intelligence assessment methods (DAISAM),” and DEL07_4 “Clinical Evaluation of AI for health”.
· What is the most relevant peer-reviewed scientific publications on benchmarking or objectively measuring the performance of systems in your topic?
· State what are the most relevant approaches used in literature?
· Which scores and metrics have been used?
· How were test data collected?
· How did the AI system perform and how did it compare the current gold standard? Is the performance of the AI system equal across less represented groups? Can it be compared to other systems with a similar benchmarking performance and the same clinically meaningful endpoint (addressing comparative efficacy)?
· How can the utility of the AI system be evaluated in a real-life clinical environment (also considering specific requirements, e.g., in a low- and middle-income country setting)?
· Have there been clinical evaluation attempts (e.g., internal and external validation processes) and considerations about the use in trial settings?
· What are the most relevant gaps in the literature (what is missing concerning AI benchmarking)?
[bookmark: _heading=h.2p2csry][bookmark: _Toc83409671][bookmark: _Toc83543792]Benchmarking by AI developers
All developers of AI solutions for sanitation implemented internal benchmarking systems for assessing the performance. This section will outline the insights and learnings from this work of relevance for benchmarking in this topic group.
· What are the most relevant learnings from the benchmarking by AI developers in this field (e.g., ask the members of your topic group what they want to share on their benchmarking experiences)?
· Which scores and metrics have been used?
· How did they approach the acquisition of test data?
[bookmark: _heading=h.147n2zr][bookmark: _Toc83409672][bookmark: _Toc83543793]Relevant existing benchmarking frameworks
Triggered by the hype around AI, recent years have seen the development of a variety of benchmarking platforms where AIs can compete for the best performance on a determined dataset. Given the high complexity of implementing a new benchmarking platform, the preferred solution is to use an established one. This section reflects on the different existing options that are relevant for this topic group and includes considerations of using the assessment platform that is currently developed by FG-AI4H and presented by deliverable DEL07_5 “FG-AI4H assessment platform” (the deliverable explores options for implementing an assessment platform that can be used to evaluate AI for health for the different topic groups).
· Which benchmarking platforms could be used for this topic group (e.g., EvalAI, AIcrowd, Kaggle, and CodaLab)?
· Are the benchmarking assessment platforms discussed, used, or endorsed by FG-AI4H an option?
· Are there important features in this topic group that require special attention?
· Is the reporting flexible enough to answer the questions stakeholders want to get answered by the benchmarking?
· What are the relative advantages and disadvantages of these diverse solutions?
[bookmark: _heading=h.3o7alnk][bookmark: _Toc83409673][bookmark: _Toc83543794]Subtopic [B]
Topic driver: If there are subtopics in your topic group, describe the existing work on benchmarking for the second subtopic [B] in this section using the same subsection structure as above. (If there are no sub-topics, you can remove the “Subtopic” outline level.)
[bookmark: _heading=h.23ckvvd][bookmark: _Toc83409674][bookmark: _Toc83543795]Benchmarking by the topic group
This section describes all technical and operational details regarding the benchmarking process for the Sanitation AI task including subsections for each version of the benchmarking that is iteratively improved over time.
It reflects the considerations of various deliverables: DEL05 “Data specification” (introduction to deliverables 5.1-5.6), DEL05_1“Data requirements” (which lists acceptance criteria for data submitted to FG-AI4H and states the governing principles and rules), DEL05_2 “Data acquisition”, DEL05_3 “Data annotation specification”, DEL05_4 “Training and test data specification” (which provides a systematic way of preparing technical requirement specifications for datasets used in training and testing of AI models), DEL05_5 “Data handling” (which outlines how data will be handled once they are accepted), DEL05_6 “Data sharing practices” (which provides an overview of the existing best practices for sharing health-related data based on distributed and federated environments, including the requirement to enable secure data sharing and addressing issues of data governance), DEL06 “AI training best practices specification” (which reviews best practices for proper AI model training and guidelines for model reporting), DEL07“AI for health evaluation considerations” (which discusses the validation and evaluation of AI for health models, and considers requirements for a benchmarking platform), DEL07_1 “AI4H evaluation process description” (which provides an overview of the state of the art of AI evaluation principles and methods and serves as an initiator for the evaluation process of AI for health), DEL07_2 “AI technical test specification” (which specifies how an AI can and should be tested in silico), DEL07_3 “Data and artificial intelligence assessment methods (DAISAM)” (which provides the reference collection of WG-DAISAM on assessment methods of data and AI quality evaluation), DEL07_4“Clinical Evaluation of AI for health” (which outlines the current best practices and outstanding issues related to clinical evaluation of AI models for health), DEL07_5 “FG-AI4H assessment platform” (which explores assessment platform options that can be used to evaluate AI for health for the different topic groups), DEL09 “AI for health applications and platforms” (which introduces specific considerations of the benchmarking of mobile- and cloud-based AI applications in health), DEL09_1 “Mobile based AI applications,” and DEL09_2 “Cloud-based AI applications” (which describe specific requirements for the development, testing and benchmarking of mobile- and cloud-based AI applications).
[bookmark: _heading=h.ihv636][bookmark: _Toc83409675][bookmark: _Toc83543796]Subtopic [A]
Topic driver: Please refer to the above comments concerning subtopics.
The benchmarking of AI in sanitation for public health is going to be developed and improved continuously to reflect new features of AI systems or changed requirements for benchmarking. This section outlines all benchmarking versions that have been implemented thus far and the rationale behind them. It serves as an introduction to the subsequent sections, where the actual benchmarking methodology for each version will be described.
· Which benchmarking iterations have been implemented thus far?
· What important new features are introduced with each iteration?
· What are the next planned iterations and which features are they going to add?
[bookmark: _heading=h.32hioqz][bookmark: _Toc83409676][bookmark: _Toc83543797]Benchmarking version [Y]
This section includes all technological and operational details of the benchmarking process for the benchmarking version [Y] (latest version, chronologically reversed order).
[bookmark: _heading=h.1hmsyys]Overview
This section provides an overview of the key aspects of this benchmarking iteration, version [Y].
· What is the overall scope of this benchmarking iteration (e.g., performing a first benchmarking, adding benchmarking for multi-morbidity, or introducing synthetic-data-based robustness scoring)?
· What features have been added to the benchmarking in this iteration?
[bookmark: _heading=h.41mghml]Benchmarking methods
This section provides details about the methods of the benchmarking version [Y]. It contains detailed information about the benchmarking system architecture, the dataflow and the software for the benchmarking process (e.g., test scenarios, data sources, and legalities).
Benchmarking system architecture
This section covers the architecture of the benchmarking system. For well-known systems, an overview and reference to the manufacturer of the platform is sufficient. If the platform was developed by the topic group, a more detailed description of the system architecture is required.
· How does the architecture look?
· What are the most relevant components and what are they doing?
· How do the components interact on a high level?
· What underlying technologies and frameworks have been used?
· How does the hosted AI model get the required environment to execute correctly? What is the technology used (e.g., Docker/Kubernetes)?
Benchmarking system dataflow
This section describes the dataflow throughout the benchmarking architecture.
· How do benchmarking data access the system?
· Where and how (data format) are the data, the responses, and reports of the system stored?
· How are the inputs and the expected outputs separated?
· How are the data sent to the AI systems?
· Are the data entries versioned?
· How does the lifecycle for the data look?
Safe and secure system operation and hosting
From a technical point of view, the benchmarking process is not particularly complex. It is more about agreeing on something in the topic group with potentially many competitors and implementing the benchmarking in a way that cannot be compromised. This section describes how the benchmarking system, the benchmarking data, the results, and the reports are protected against manipulation, data leakage, or data loss. Topic groups that use ready-made software might be able to refer to the corresponding materials of the manufacturers of the benchmarking system.
This section addresses security considerations about the storage and hosting of data (benchmarking results and reports) and safety precautions for data manipulation, data leakage, or data loss.
In the case of a manufactured data source (vs. self-generated data), it is possible to refer to the manufacturer’s prescriptions.
· Based on the architecture, where is the benchmarking vulnerable to risk and how have these risks been mitigated (e.g., did you use a threat modelling approach)? A discussion could include:
· Could someone access the benchmarking data before the actual benchmarking process to gain an advantage?
· What safety control measures were taken to manage risks to the operating environment?
· Could someone have changed the AI results stored in the database (your own and/or that of competitors)?
· Could someone attack the connection between the benchmarking and the AI (e.g., to make the benchmarking result look worse)?
· How is the hosting system itself protected against attacks?
· How are the data protected against data loss (e.g., what is the backup strategy)?
· What mechanisms are in place to ensure that proprietary AI models, algorithms and trade-secrets of benchmarking participants are fully protected?
· How is it ensured that the correct version of the benchmarking software and the AIs are tested?
· How are automatic updates conducted (e.g., of the operating system)?
· How and where is the benchmarking hosted and who has access to the system and the data (e.g., virtual machines, storage, and computing resources, configurational settings)?
· How is the system’s stability monitored during benchmarking and how are attacks or issues detected?
· How are issues (e.g., with a certain AI) documented or logged?
· In case of offline benchmarking, how are the submitted AIs protected against leakage of intellectual property?
Benchmarking process
This section describes how the benchmarking looks from the registration of participants, through the execution and resolution of conflicts, to the final publication of the results.
· How are new benchmarking iterations scheduled (e.g., on demand or quarterly)?
· How do possible participants learn about an upcoming benchmarking?
· How can one apply for participation?
· What information and metadata do participants have to provide (e.g., AI autonomy level assignment (IMDRF), certifications, AI/machine learning technology used, company size, company location)?
· Are there any contracts or legal documents to be signed?
· Are there inclusion or exclusion criteria to be considered?
· How do participants learn about the interface they will implement for the benchmarking (e.g., input and output format specification and application program interface endpoint specification)?
· How can participants test their interface (e.g., is there a test dataset in case of file-based offline benchmarking or are there tools for dry runs with synthetic data cloud-hosted application program interface endpoints)?
· Who is going to execute the benchmarking and how is it ensured that there are no conflicts of interest?
· If there are problems with an AI, how are problems resolved (e.g., are participants informed offline that their AI fails to allow them to update their AI until it works? Or, for online benchmarking, is the benchmarking paused? Are there timeouts?)?
· How and when will the results be published (e.g., always or anonymized unless there is consent)? With or without seeing the results first? Is there an interactive drill-down tool or a static leader board? Is there a mechanism to only share the results with stakeholders approved by the AI provider as in a credit check scenario?
· In case of online benchmarking, are the benchmarking data published after the benchmarking? Is there a mechanism for collecting feedback or complaints about the data? Is there a mechanism of how the results are updated if an error was found in the benchmarking data?
[bookmark: _heading=h.2grqrue]AI input data structure for the benchmarking
This section describes the input data provided to the AI solutions as part of the benchmarking of AI in sanitation for public health. It covers the details of the data format and coding at the level of detail needed to submit an AI for benchmarking. This is the only TDD section addressing this topic. Therefore, the description needs to be complete and precise. This section does not contain the encoding of the labels for the expected outcomes. It is only about the data the AI system will see as part of the benchmarking.
· What are the general data types that are fed in the AI model?
· How exactly are they encoded? For instance, discuss:
· The exact data format with all fields and metadata (including examples or links to examples)
· Ontologies and terminologies
· Resolution and data value ranges (e.g., sizes, resolutions, and compressions)
· Data size and data dimensionality
[bookmark: _heading=h.vx1227]AI output data structure
Similar to the input data structure for the benchmarking, this section describes the output data the AI systems are expected to generate in response to the input data. It covers the details of the data format, coding, and error handling at the level of detail needed for an AI to participate in the benchmarking.
· What are the general data output types returned by the AI and what is the nature of the output (e.g., classification, detection, segmentation, or prediction)?
· How exactly are they encoded? Discuss points like:
· The exact data format with all fields and metadata (including examples or links to examples)
· Ontologies and terminologies
· What types of errors should the AI generate if something is defective?
[bookmark: _heading=h.3fwokq0]Test data label/annotation structure
Topic driver: Please describe how the expected AI outputs are encoded in the benchmarking test data. Please note that it is essential that the AIs never access the expected outputs to prevent cheating. The topic group should carefully discuss whether more detailed labelling is needed. Depending on the topic, it might make sense to separate between the best possible output of the AI given the input data and the correct disease (that might be known but cannot be derived from the input data alone). Sometimes it is also helpful to encode acceptable other results or results that can be clearly ruled out given the evidence. This provides a much more detailed benchmarking with more fine-grained metrics and expressive reports than the often too simplistic leader boards of many AI competitions.
While the AI systems can only receive the input data described in the previous sections, the benchmarking system needs to know the expected correct answer (sometimes called ‘labels’) for each element of the input data so that it can compare the expected AI output with the actual one. Since this is only needed for benchmarking, it is encoded separately. The details are described in the following section.
· What are the general label types (e.g., expected results, acceptable results, correct results, and impossible results)?
· How exactly are they encoded? Discuss points like:
· The exact data format with all fields and metadata (including examples or links to examples)
· Ontologies and terminologies
· How are additional metadata about labelling encoded (e.g., author, data, pre-reviewing details, dates, and tools)?
· How and where are the labels embedded in the input data set (including an example; e.g., are there separate files or is it an embedded section in the input data that is removed before sending to the AI)?
[bookmark: _heading=h.1v1yuxt]Scores and metrics
Topic drivers: This section describes the scores and metrics that are used for benchmarking. It includes details about the testing of the AI model and its effectiveness, performance, transparency, etc. Please note that this is only the description of the scores and metrics actually used in this benchmarking iteration. A general description of the state of the art of scores and metrics and how they have been used in previous work is provided in section 3.
Scores and metrics are at the core of the benchmarking. This section describes the scores and metrics used to measure the performance, robustness, and general characteristics of the submitted AI systems.
· Who are the stakeholders and what decisions should be supported by the scores and metrics of the benchmarking?
· What general criteria have been applied for selecting scores and metrics?
· What scores and metrics have been chosen/defined for robustness?
· What scores and metrics have been chosen/defined for medical performance?
· What scores and metrics have been chosen/defined for non-medical performance?
· Metrics for technical performance tracking (e.g., monitoring and reporting when the performance accuracy of the model drops below a predefined threshold level as a function of time; computational efficiency rating, response times, memory consumption)
· What scores and metrics have been chosen/defined for model explainability?
· Describe for each aspect
· The exact definition/formula of the score based on the labels and the AI output data structures defined in the previous sections and how they are aggregated/accumulated over the whole dataset (e.g., for a single test set entry, the result might be the probability of the expected correct class which is then aggregated to the average probability of the correct class)
· Does it use some kind of approach for correcting dataset bias (e.g., the test dataset usually has a different distribution compared to the distribution of a condition in a real-world scenario. For estimating the real-world performance, metrics need to compensate this difference.)
· What are the origins of these scores and metrics?
· Why were they chosen?
· What are the known advantages and disadvantages?
· How easily can the results be compared between or among AI solutions?
· Can the results from benchmarking iterations be easily compared or does it depend too much on the dataset (e.g., how reproducible are the results)?
· How does this consider the general guidance of WG-DAISAM in DEL07_3 “Data and artificial intelligence assessment methods (DAISAM)”?
· Have there been any relevant changes compared to previous benchmarking iterations? If so, why?
[bookmark: _heading=h.4f1mdlm]Test dataset acquisition
Test dataset acquisition includes a detailed description of the test dataset for the AI model and, in particular, its benchmarking procedure including quality control of the dataset, control mechanisms, data sources, and storage.
· How does the overall dataset acquisition and annotation process look?
· How have the data been collected/generated (e.g., external sources vs. a process organized by the TG)?
· Have the design goals for the benchmarking dataset been reached (e.g., please provide a discussion of the necessary size of the test dataset for relevant benchmarking results, statistical significance, and representativeness)?
· How was the dataset documented and which metadata were collected?
· Where were the data acquired?
· Were they collected in an ethical-conform way?
· Which legal status exists (e.g., intellectual property, licenses, copyright, privacy laws, patient consent, and confidentiality)?
· Do the data contain ‘sensitive information’ (e.g., socially, politically, or culturally sensitive information; personal identifiable information)? Are the data sufficiently anonymized?
· What kind of data anonymization or deidentification has been applied?
· Are the data self-contained (i.e., independent from externally linked datasets)?
· How is the bias of the dataset documented (e.g., sampling or measurement bias, representation bias, or practitioner/labelling bias)?
· What addition metadata were collected (e.g., for a subsequent detailed analysis that compares the performance on old cases with new cases)? How was the risk of benchmarking participants accessing the data?
· Have any scores, metrics, or tests been used to assess the quality of the dataset (e.g., quality control mechanisms in terms of data integrity, data completeness, and data bias)?
· Which inclusion and exclusion criteria for a given dataset have been applied (e.g., comprehensiveness, coverage of target demographic setting, or size of the dataset)?
· How was the data submission, collection, and handling organized from the technical and operational point of view (e.g., folder structures, file formats, technical metadata encoding, compression, encryption, and password exchange)?
· Specific data governance derived by the general data governance document (currently F-103 and the deliverables beginning with DEL05)
· How was the overall quality, coverage, and bias of the accumulated dataset assessed (e.g., if several datasets from several hospitals were merged with the goal to have better coverage of all regions and ethnicities)?
· Was any kind of post-processing applied to the data (e.g., data transformations, repackaging, or merging)?
· How was the annotation organized?
· How many annotators/peer reviewers were engaged?
· Which scores, metrics, and thresholds were used to assess the label quality and the need for an arbitration process?
· How have inter-annotator disagreements been resolved (i.e., what was the arbitration process)?
· If annotations were part of the submitted dataset, how was the quality of the annotations controlled?
· How was the annotation of each case documented?
· Were metadata on the annotation process included in the data (e.g., is it possible to compare the benchmarking performance based on the annotator agreement)?
· Were data/label update/amendment policies and/or criteria in place?
· How was access to test data controlled (e.g., to ensure that no one could access, manipulate, and/or leak data and data labels)? Please address authentication, authorization, monitoring, logging, and auditing
· How was data loss avoided (e.g., backups, recovery, and possibility for later reproduction of the results)?
· Is there assurance that the test dataset is undisclosed and was never previously used for training or testing of any AI model?
· What mechanisms are in place to ensure that test datasets are used only once for benchmarking? (Each benchmarking session will need to run with a new and previously undisclosed test dataset to ensure fairness and no data leakage to subsequent sessions)
Data sharing policies
This section provides details about legalities in the context of benchmarking. Each dataset that is shared should be protected by special agreements or contracts that cover, for instance, the data sharing period, patient consent, and update procedure (see also DEL05_5 on data handling and DEL05_6 on data sharing practices).
· Which legal framework was used for data sharing?
· Was a data sharing contract signed and what was the content? Did it contain:
· Purpose and intended use of data
· Period of agreement
· Description of data
· Metadata registry
· Data harmonization
· Data update procedure
· Data sharing scenarios
· Data can be shared in public repositories
· Data are stored in local private databases (e.g., hospitals)
· Rules and regulation for patients’ consent
· Data anonymization and de-identification procedure
· Roles and responsibilities
· Data provider
· Data protection officer
· Data controllers
· Data processors
· Data receivers
· Which legal framework was used for sharing the AI?
· Was a contract signed and what was the content?
[bookmark: _heading=h.2u6wntf]Baseline acquisition
The main purpose of benchmarking is to provide stakeholders with the numbers they need to decide whether AI models provide a viable solution for a given health problem in a designated context. To achieve this, the performance of the AI models needs to be compared with available options achieving the same clinically meaningful endpoint. This, in turn, requires data on the performance of the alternatives, ideally using the same benchmarking data. As the current alternatives typically involve doctors, it might make sense to combine the test data acquisition and labelling with additional tasks that allow the performance of the different types of health workers to be assessed.
· Does this topic require comparison of the AI model with a baseline (gold standard) so that stakeholders can make decisions?
· Is the baseline known for all relevant application contexts (e.g., region, subtask, sex, age group, and ethnicity)?
· Was a baseline assessed as part of the benchmarking?
· How was the process of collecting the baseline organized? If the data acquisition process was also used to assess the baseline, please describe additions made to the process described in the previous section.
· What are the actual numbers (e.g., for the performance of the different types of health workers doing the task)?
[bookmark: _heading=h.19c6y18]Reporting methodology
After the benchmarking, the next step is to describe how the results are compiled into reports that allow stakeholders to make decisions (e.g., which AI systems can be used to solve a pre-diagnosis task in an offline –field –clinic scenario in central America). For some topic groups, the report might be as simple as a classical AI competition leader board using the most relevant performance indicator. For other tasks, it could be an interactive user interface that allows stakeholders to compare the performance of the different AI systems in a designated context with existing non-AI options. For the latter, statistical issues must be carefully considered (e.g., the multiple comparisons problem). Sometimes, a hybrid of prepared reports on common aspects are generated in addition to interactive options. There is also the question of how and where the results are published and to what degree benchmarking participants can opt in or opt out of the publication of their performance.
This section discusses how the results of the benchmarking runs will be shared with the participants, stakeholders, and general public.
· What is the general approach for reporting results (e.g., leader board vs. drill down)?
· How can participants analyse their results (e.g., are there tools or are detailed results shared with them)?
· How are the participants and their AI models (e.g., versions of model, code, and configuration) identified?
· What additional metadata describing the AI models have been selected for reporting?
· How is the relationship between AI results, baselines, previous benchmarking iterations, and/or other benchmarking iterations communicated?
· What is the policy for sharing participant results (e.g., opt in or opt out)? Can participants share their results privately with their clients (e.g., as in a credit check scenario)?
· What is the publication strategy for the results (e.g., website, paper, and conferences)?
· Is there an online version of the results?
· Are there feedback channels through which participants can flag technical or medical issues (especially if the benchmarking data was published afterwards)?
· Are there any known limitations to the value, expressiveness, or interpretability of the reports?
[bookmark: _heading=h.3tbugp1]Result
This section gives an overview of the results from runs of this benchmarking version of your topic. Even if your topic group prefers an interactive drill-down rather than a leader board, pick some context of common interest to give some examples.
· When was the benchmarking executed?
· Who participated in the benchmarking?
· What overall performance of the AI systems concerning medical accuracy, robustness, and technical performance (minimum, maximum, average etc.) has been achieved?
· What are the results of this benchmarking iteration for the participants (who opted in to share their results)?
[bookmark: _heading=h.28h4qwu]Discussion of the benchmarking
This section discusses insights of this benchmarking iterations and provides details about the ‘outcome’ of the benchmarking process (e.g., giving an overview of the benchmark results and process).
· What was the general outcome of this benchmarking iteration?
· How does this compare to the goals for this benchmarking iteration (e.g., was there a focus on a new aspect to benchmark)?
· Are there real benchmarking results and interesting insights from this data?
· How was the performance of the AI system compared to the baseline?
· How was the performance of the AI system compared to other benchmarking initiatives (e.g., are the numbers plausible and consistent with clinical experience)?
· How did the results change in comparison to the last benchmarking iteration?
· Are there any technical lessons?
· Did the architecture, implementation, configuration, and hosting of the benchmarking system fulfil its objectives?
· How was the performance and operational efficiency of the benchmarking itself (e.g., how long did it take to run the benchmarking for all AI models vs. one AI model; was the hardware sufficient)?
· Are there any lessons concerning data acquisition?
· Was it possible to collect enough data?
· Were the data as representative as needed and expected?
· How good was the quality of the benchmarking data (e.g., how much work went into conflict resolution)?
· Was it possible to find annotators?
· Was there any relevant feedback from the annotators?
· How long did it take to create the dataset?
· Is there any feedback from stakeholders about how the benchmarking helped them with decision-making?
· Are metrics missing?
· Do the stakeholders need different reports or additional metadata (e.g., do they need the “offline capability” included in the AI metadata so that they can have a report on the best offline system for a certain task)?
· Are there insights on the benchmarking process?
· How was the interest in participation?
· Are there reasons that someone could not join the benchmarking?
· What was the feedback of participants on the benchmarking processes?
· How did the participants learn about the benchmarking?
[bookmark: _heading=h.nmf14n]Retirement
Topic driver: describe what happens to the benchmarking data and the submitted AI models after the benchmarking.
This section addresses what happens to the AI system and data after the benchmarking activity is completed. It might be desirable to keep the database for traceability and future use. Alternatively, there may be security or privacy reasons for deleting the data. Further details can be found in the reference document of this section DEL04 “AI software lifecycle specification” (identification of standards and best practices that are relevant for the AI for health software life cycle).
· What happens with the data after the benchmarking (e.g., will they be deleted, stored for transparency, or published)?
· What happens to the submitted AI models after the benchmarking?
· Could the results be reproduced?
· Are there legal or compliance requirements to respond to data deletion requests?
[bookmark: _heading=h.37m2jsg][bookmark: _Toc83409677][bookmark: _Toc83543798]Benchmarking version [X]
This section includes all technological and operational details of the benchmarking process for the benchmarking version [X].
Topic driver: Provide details of previous benchmarking versions here using the same subsection structure as above.
[bookmark: _heading=h.1mrcu09][bookmark: _Toc83409678][bookmark: _Toc83543799]Subtopic [B]
Topic driver: If there are subtopics in your topic group, please provide the details about the benchmarking of the second subtopic [B] here using the same subsection structure as above (please refer to earlier comments – in red fonts - concerning subtopics).

[bookmark: _heading=h.46r0co2][bookmark: _Toc83409679][bookmark: _Toc83543800]Overall discussion of the benchmarking
This section discusses the overall insights gained from benchmarking work in this topic group. This should not be confused with the discussion of the results of a concrete benchmarking run (e.g., in 4.2.11).
· What is the overall outcome of the benchmarking thus far?
· Have there been important lessons?
· Are there any field implementation success stories?
· Are there any insights showing how the benchmarking results correspond to, for instance, clinical evaluation?
· Are there any insights showing the impact (e.g., health economic effects) of using AI systems that were selected based on the benchmarking?
· Was there any feedback from users of the AI system that provides insights on the effectiveness of benchmarking?
· Did the AI system perform as predicted relative to the baselines?
· Did other important factors prevent the use of the AI system despite a good benchmarking performance (e.g., usability, access, explainability, trust, and quality of service)?
· Were there instances of the benchmarking not meeting the expectations (or helping) the stakeholders? What was learned (and changed) as a result?
· What was learned from executing the benchmarking process and methodology (e.g., technical architecture, data acquisition, benchmarking process, benchmarking results, and legal/contractual framing)?
[bookmark: _heading=h.2lwamvv][bookmark: _Toc83409680][bookmark: _Toc83543801]Regulatory considerations
Topic Driver: This section reflects the requirements of the working group on Regulatory considerations on AI for health (WG-RC) and their various deliverables. It is NOT requested to re-produce regulatory frameworks, but to show the regulatory frameworks that have to be applied in the context of your AIs and their benchmarking (2 pages max).
For AI-based technologies in healthcare, regulation is not only crucial to ensure the safety of patients and users, but also to accomplish market acceptance of these devices. This is challenging because there is a lack of universally accepted regulatory policies and guidelines for AI-based medical devices. To ensure that the benchmarking procedures and validation principles of FG-AI4H are secure and relevant for regulators and other stakeholders, the working group on “Regulatory considerations on AI for health” (WG-RC) compiled the requirements that consider these challenges.
The deliverables with relevance for regulatory considerations are DEL02 “AI4H regulatory considerations” (which provides an educational overview of some key regulatory considerations), DEL02_1 “Mapping of IMDRF essential principles to AI for health software”, and DEL02_2 “Guidelines for AI based medical device (AI-MD): Regulatory requirements” (which provides a checklist to understand expectations of regulators, promotes step-by-step implementation of safety and effectiveness of AI-based medical devices, and compensates for the lack of a harmonized standard). DEL04 identifies standards and best practices that are relevant for the “AI software lifecycle specification.” The following sections discuss how the different regulatory aspects relate to the TG-Sanitation.
[bookmark: _heading=h.111kx3o][bookmark: _Toc83409681][bookmark: _Toc83543802]Existing applicable regulatory frameworks
Most of the AI systems that are part of the FG-AI4H benchmarking process can be classified as software as medical device (SaMD) and eligible for a multitude of regulatory frameworks that are already in place. In addition, these AI systems often process sensitive personal health information that is controlled by another set of regulatory frameworks. The following section summarizes the most important aspects that AI manufacturers need to address if they are developing AI systems for Sanitation for public health.
· What existing regulatory frameworks cover the type of AI in this TDD (e.g., MDR, FDA, GDPR, and ISO; maybe the systems in this topic group always require at least “MDR class 2b” or maybe they are not considered a medical device)?
· Are there any aspects to this AI system that require additional specific regulatory considerations?

Smart sanitation—the use of biosensors in toilets, sewage pipes, and septic tanks—is an emerging technology with the potential to improve individual health diagnostics as well as enhance disease surveillance at the community level. However, the implementation of this technology also presents many ethical challenges that are reflected (or should be reflected) in the regulatory framework that applies to it.
This section will review what Human Rights apply to smart sanitation technology, with particular attention to the work of technology legal scholars who have applied the Human Rights framework to other technologies with the potential for systemic surveillance. It will also review how major data privacy regulations, such as the General Data Protection Regulation (GDPR), Health Insurance Portability and Accountability Act (HIPAA), and the new Chinese Personal Information Protection Law (PIPL) applies to smart sanitation technology. Finally, it makes policy recommendations.

[bookmark: _heading=h.3l18frh][bookmark: _Toc83409682][bookmark: _Toc83543803]Regulatory features to be reported by benchmarking participants
In most countries, benchmarked AI solutions can only be used legally if they comply with the respective regulatory frameworks for the application context. This section outlines the compliance features and certifications that the benchmarking participants need to provide as part of the metadata. It facilitates a screening of the AI benchmarking results for special requirements (e.g., the prediction of prediabetes in a certain subpopulation in a country compliant to the particular regional regulatory requirements).
· Which certifications and regulatory framework components of the previous section should be part of the metadata (e.g., as a table with structured selection of the points described in the previous section)?
[bookmark: _heading=h.206ipza][bookmark: _Toc83409683][bookmark: _Toc83543804]Regulatory requirements for the benchmarking systems
The benchmarking system itself needs to comply with regulatory frameworks (e.g., some regulatory frameworks explicitly require that all tools in the quality management are also implemented with a quality management system in place). This section outlines the regulatory requirements for software used for benchmarking in this topic group.
· Which regulatory frameworks apply to the benchmarking system itself?
· Are viable solutions with the necessary certifications already available?
· Could the TG implement such a solution?
[bookmark: _heading=h.4k668n3][bookmark: _Toc83409684][bookmark: _Toc83543805]Regulatory approach for the topic group
Topic Driver: Please select the points relevant for your type of AI and the corresponding benchmarking systems. If your AIs and your benchmarking are not a medical device, this might be quite short.
Building on the outlined regulatory requirements, this section describes how the topic group plans to address the relevant points in order to be compliant. The discussion here focuses on the guidance and best practice provided by the DEL02 “AI4H regulatory considerations.”
· Documentation & Transparency
· How will the development process of the benchmarking be documented in an effective, transparent, and traceable way?
· Risk management & Lifecycle approach
· How will the risk management be implemented?
· How is a life cycle approach throughout development and deployment of the benchmarking system structured?
· Data quality
· How is the test data quality ensured (e.g., the process of harmonizing data of different sources, standards, and formats into a single dataset may cause bias, missing values, outliers, and errors)?
· How are the corresponding processes document?
· Intended Use & Analytical and Clinical Validation
· How are technical and clinical validation steps (as part of the lifecycle) ensured (e.g., as proposed in the IMDRF clinical evaluation framework)?
· Data Protection & Information Privacy
· How is data privacy in the context of data protection regulations ensured, considering regional differences (e.g., securing large data sets against unauthorized access, collection, storage, management, transport, analysis, and destruction)? This is especially relevant if real patient data is used for the benchmarking.
· Engagement & Collaboration
· How is stakeholder (regulators, developers, healthcare policymakers) feedback on the benchmarking collected, documented, and implemented?
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Glossary
This section lists all the relevant abbreviations, acronyms and uncommon terms used in the document.
	Acronym/Term
	Expansion
	Comment

	TDD
	Topic Description Document
	Document specifying the standardized benchmarking for a topic on which the FG AI4H Topic Group works. This document is the TDD for the Topic Group Sanitation

	TG
	Topic Group
	

	WG
	Working Group
	

	FGAI4H
	Focus Group on AI for Health
	

	AI
	Artificial intelligence
	

	ITU
	International Telecommunication Union
	

	WHO
	World Health Organization
	

	DEL
	Deliverable 
	

	CfTGP
	Call for topic group participation
	

	AI4H 
	Artificial intelligence for health
	

	IMDRF
	International Medical Device Regulators Forum
	

	MDR
	Medical Device Regulation
	

	ISO
	International Standardization Organization
	

	GDPR
	General Data Protection Regulation
	

	FDA
	Food and Drug administration
	

	SaMD
	Software as a medical device
	

	AI-MD
	AI based medical device
	

	LMIC
	Low-and middle-income countries
	

	GDP
	Gross domestic product
	

	API
	Application programming interface
	

	IP
	Intellectual property
	

	PII
	Personal identifiable information
	

	[…]
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