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FG-AI4H Topic Description Document 
Topic group - Dental Diagnostics and Digital Dentistry (TG-Dental)
1 [bookmark: _Toc71919096]Introduction
The topic group Dental Diagnostics and Digital Dentistry (TG-Dental) focusses on diagnostics in dentistry, dental and oral medicine, and associated disciplines (oral and maxillofacial surgery, orthodontics, dental and oral traumatology). Specifically, it deals with the following (not exhaustive) ICD-10 code headings: 

· K00 Disorders of tooth development and eruption 
· K01 Embedded and impacted teeth
· K02 Dental caries 
· K03 Other diseases of hard tissues of teeth
· K04 Diseases of the pulp and periapical tissues 
· K05 Gingivitis and periodontal diseases 
· K06 Other disorders of the gingiva and edentulous alveolar ridges
· K07 Dento-facial anomalies including malocclusion
· K08 Other disorders of the teeth and supporting structures
· K09 Cysts of oral origin, not elsewhere classified
· K10 Other diseases of jaws 
· K11 Diseases of the salivary glands 
· K12 Stomatitis and related lesions 
· K13 Other diseases of the lip and oral mucosa 
· K14 Diseases of the tongue

Diagnostics include the detection, assessment and prognosis of and on these conditions, as well as diagnostics on patients’ risk to experience a condition or its progression. Diagnostics also includes the (image or non-image) assessment of anatomic structures or physiologic functions for the purpose of both detection of conditions, but also treatment planning for various therapies (e.g., implantology).

Dental conditions, like caries, periodontitis or tooth loss, are among the most prevalent diseases of humankind, affecting up to 98% of a population. Direct treatment costs due to dental diseases globally were estimated at US $298 billion annually, corresponding to an average of 4.6% of global health expenditure. The burden emanating from oral diseases is comparable to that from diabetes or cardiovascular diseases. The majority of the world's 1.6 million dentists are based in Europe and the Americas, such that 69% of the world's dentists serve 27% of the global population. Africa has only 1% of the global workforce. The overall workforce in dentistry exceeds 10 million worldwide. Diagnostics in dentistry largely relies on dentists diagnosing diseases via a combination of dental history taking, clinical investigation and imaging as well, if required, further physical, (bio)chemical or microbiological assessments. 

AI will help to (1) improve the accuracy of each of these individual tasks, (2) allow the integration of different data with higher effectiveness than the individual can do this, (3) without ease also longitudinally assess these data, compare them over time, and hence allow predictions, (4) reduce the reliance of diagnosis making from the dentist, expanding the scope of dental auxiliary staff, thereby increasing the access and efficiency of dental services, and (5) enable patients and healthy individuals to better participate into their dental health experience and management. AI will pave the way to a more personalized, precise, preventive and participatory dentistry for more people worldwide. It has the potential to aid in overcoming current ineffective, expensive care models.
Expected impact of benchmarking: Benchmarking is expected to yield more robust models and algorithms, with initially lower accuracy compared with current validation strategies (largely in-sample). Benchmarking is further expected to allow transparent comparisons of different models and algorithms.

This topic description document specifies the standardized benchmarking for Dental Diagnostics and Digital Dentistry systems. It serves as deliverable No. 10.17 of the ITU/WHO Focus Group on AI for Health (FG-AI4H).
2 [bookmark: _Toc71919097]About the FG-AI4H topic group on Dental Diagnostics and Digital Dentistry
[bookmark: _heading=h.3znysh7]The introduction highlights the potential of a standardized benchmarking of AI systems for Dental Diagnostics and Digital Dentistry to help solving important health issues and provide decision-makers with the necessary insight to successfully address these challenges. 
To develop this benchmarking framework, FG-AI4H decided to create the TG-Dental at the meeting G in New Delhi, 13-15 November 2019.

FG-AI4H assigns a topic driver to each topic group (similar to a moderator) who coordinates the collaboration of all topic group members on the TDD. During FG-AI4H meeting G in in New Delhi, 13-15 November 2019 Prof. Dr. Falk Schwendicke and Dr. Joachim from Charité – Universitätsmedizin Berlin Germany nominated as topic driver for the TG-Dental.
2.1 [bookmark: _Toc71919098]Documentation 
This document is the TDD for the TG-Dental. It introduces the health topic including the AI task, outlines its relevance and the potential impact that the benchmarking will have on the health system and patient outcome, and provides an overview of the existing AI solutions for Dental Diagnostics and Digital Dentistry. It describes the existing approaches for assessing the quality of Dental Diagnostics and Digital Dentistry systems and provides the details that are likely relevant for setting up a new standardized benchmarking. It specifies the actual benchmarking methods for all subtopics at a level of detail that includes technological and operational implementation. There are individual subsections for all versions of the benchmarking.  Finally, it summarizes the results of the topic group’s benchmarking initiative and benchmarking runs. In addition, the TDD addresses ethical and regulatory aspects.
The TDD will be developed cooperatively by all members of the topic group over time and updated TDD iterations are expected to be presented at each FG-AI4H meeting. 
The final version of this TDD will be released as deliverable “DEL 10.17 Dental Diagnostics and Digital Dentistry (TG-Dental).” The topic group is expected to submit input documents reflecting updates to the work on this deliverable (Table 1) to each FG-AI4H meeting.

[bookmark: _heading=h.tyjcwt][bookmark: _Toc71919202]Table 1: Topic group output documents
	Number
	Title

	FGAI4H-K-010-A01
	Latest update of the Topic Description Document of the TG-Dental

	FGAI4H-K-010-A02
	Latest update of the Call for Topic Group Participation (CfTGP)

	FGAI4H-K-010-A03
	The presentation summarizing the latest update of the Topic Description Document of the TG-Dental



The working version of this document can be found in the official topic group SharePoint directory.
· https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/tg/SitePages/TG-Dental.aspx 
Select the following link:
· https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/tg/_layouts/15/WopiFrame.aspx?sourcedoc=%7BFC02CD3F-1726-465B-87D0-6541B1F429A5%7D&file=FGAI4H-K-010-A01.docx&action=default&CT=1611168524242&OR=DocLibClassicUI
2.2 [bookmark: _Toc71919099]Status of this topic group
The following subsections describe the update of the collaboration within the TG-Dental for the official focus group meetings.

· Work on this document
· Work on the benchmarking software
· Progress with data acquisition, annotation, etc.
· Overview of the online meetings including links to meeting minutes
· Relevant insights from interactions with other working groups or topic groups
· Partners joining the topic group
· List of current partners
· Relevant next steps

2.2.1 [bookmark: _Toc71919100]Status update for meeting H
After the establishment of the TG-Dental at meeting G the “Call for Topic Group Partizipation Document (CfTGP)“ was drafted and the “Topic Description Document (TDD)” was updated with a focus on the sections 1. Introduction and 3. Methods. 
· Introduction
· Relevance 
· Impact 
· Existing work 
· Method 
· Anatomical structures 
· Pathologies 
· Data sets and format 
· AI Output Data Structure 
· Metrics

Further, other academic groups in dentistry that focus on machine learning and deep learning but as well on ethics, public health and economics were contacted. 
2.2.2 [bookmark: _Toc71919101]Status update for meeting I
The TDD abstract was updated and the TDD was reviewed to emphasize sections not yet populated with text. 
In addition, the list of contributors was expanded and Tarry Singh, from deepkapha.ai, Netherlands, as well as Prof Jae-Hong Lee from Wonkwang University, Korea, joined the TG-Dental. The CfTGP was updated accordingly. The contributors of the TG-Dental defined tools for communication and set up bi-weekly calls via the zoom chat room of FGAI4H (https://itu.zoom.us/my/fgai4h).
Prof Schwendicke initialized consultations with key opinion leaders from SPIRIT/CONSORT-AI in order to prepare the dissemination in key dental journals. Further, the contributors of the TG-Dental started the drafting of a series of scientific articles on dental AI methods, opportunities and challenges in leading dental journals. 
 
2.2.3 [bookmark: _Toc71919102]Status update for meeting J
Two new contributors joined the TG-Dental, Dr. Robert Gaudin from Charite – Universitätsmedizin Berlin, Germany and Dr. Akhilanand Chaurasia from King George Medical University, Lucknow, India. 
The TG-Dental contributors drafted a manuscript on Artificial intelligence for dental image analysis: A Guide for Authors and Reviewers and shared it discussion with FGAI4H members. 
The TDD was updated in particular on section 4.5, Metrics, where the concept of computing the tooth-based confusion matrix for dental image segmentation tasks was described. This allows the calculation of tooth level metrics for segmentation tasks, which in turn is useful to compare computer vision metrics to clinical data that is widely accessible in clinical studies and trials. 
2.2.4 [bookmark: _Toc71919103]Status update for meeting K
For meeting K the TDD structure was adapted as defined in document FGAI4H-J-105. 
The contributors of TG-Dental in addition with Thomas Wiegand (Chair of the ITU/WHO FGAI4H) and Sergio Uribe (President of the e-Oral Health Network of the IADR) drafted the manuscript Artificial intelligence in dental research: A Checklist for Authors and Reviewers. This manuscript highlights the challenge that the number of studies employing artificial intelligence in dentistry is growing fast but that the majority of studies suffer from limitations in planning, conduct and reporting, resulting in low robustness and applicability. The manuscript provides a consented checklist for authors, reviewers and readers of AI studies in dental research. The initial draft of the checklist and an explanatory document were derived and discussed among the members of IADR’s e-oral network and the ITU/WHO focus group “Artificial Intelligence for Health (AI4H)”. The checklist was consented by 27 group members via an e-Delphi process. 
In addition, members of TG-Dental contributed to the systematic review and meta-analysis of deep learning for cephalometric landmark detection. From 318 identified records, 19 studies (published 2017-2020), all employing convolutional neural networks, mainly on 2-D-lateral cephalometric radiographs (n=15), using data from publicly available datasets (n=12) and testing the detection of a mean of 30 (SD: 25; median: 19; min.-max.: 7-93) landmarks were included. The reference test was established by two (n=11), 1 (n=4), 3 (n=3) or a set of experts (n=1). Risk of bias was high and applicability concerns detected for most studies. The mean (95% confidence interval) deviation of predicted from reference landmarks was 2.1 (95% CI: 1.2-3.0) mm, while the mean % of landmarks detected with 0.05). The analysis concluded that DL shows relatively high accuracy for detecting landmarks on cephalometric imagery; however, only few studies directly compared DL with clinicians or sufficiently reflected on the dimension of deviation (vertical versus sagittal). The overall body of evidence is consistent, but of limited robustness. The insights of this study will be incorporated into the TDD and inform the state-of-the-art of AI-based cephalometric landmark detection. 
2.2.5 [bookmark: _Toc71919104]Status update for meeting L
Three new contributors joined the TG-Dental, Janet Brinz, final year dentistry student at Universität Regensburg, Germany; Sergio Uribe,hD, DDS, specialist in Oral & Maxillofacial Radiology, leading researcher, Bioinformatics Research Unit Riga Stradins University, Riga, Latvia and Associate Professor Universidad Austral de Chile, Valdivia, Chile; and Hossein Mohammad-Rahimi a General Dentist (DDS) graduated from SBMU, Tehran, Iran, Research Assistant, Computer Engineering Department, Sharif University of Technology, Tehran, Iran and 
founder of “DeepBites” research group, which applies AI approaches to dentistry.
The topic group members initiated a discussion on the structure of AI in dentistry and developed a figure that thematically structures AI subtopics along the clinical care pathway and along subfields of dentistry (see Figure 1).
In addition, a systematic review of AI applications in dentistry was initialized resulting in over eligible 190 studies, with nearly all of them focusing on either image analysis or shallow machine learning. These studies showed a high risk of bias. Various accuracy estimates and more than 25 different use cases were found. A preliminary conclusion indicates limited consistency and comparability of the studies but reporting quality increased over time. Notably, outcomes beyond accuracy score are scarce and robustness and generalizability remains unclear.
2.3 [bookmark: _Toc71919105]Topic group participation 
The participation in both, the Focus Group on AI for Health and in a TG is generally open to anyone (with a free ITU account). For this TG, the corresponding ‘Call for TG participation’ (CfTGP) can be found here:
· https://www.itu.int/en/ITU-T/focusgroups/ai4h/Documents/tg/CfP-TG-Dental.pdf 
Each topic group also has a corresponding subpage on the ITU collaboration site. The subpage for this topic group can be found here:
· https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/tg/SitePages/TG-Dental.aspx
For participation in this topic group, interested parties can also join the regular online meetings. The meeting is scheduled for every 2nd Thursday at 08:15 CET. For all TGs, the link will be the standard ITU-TG ‘zoom’ link:
· https://itu.zoom.us/my/fgai4h
All relevant administrative information about FG-AI4H—like upcoming meetings or document deadlines—will be announced via the general FG-AI4H mailing list fgai4h@lists.itu.int.
All TG members should subscribe to this mailing list as part of the registration process for their ITU user account by following the instructions in the ‘Call for Topic Group participation’ and this link:
· https://itu.int/go/fgai4h/join
Regular FG-AI4H workshops and meetings proceed about every two months at changing locations around the globe or remotely. More information can be found on the official FG-AI4H website:
· https://itu.int/go/fgai4h 
3 [bookmark: _Toc71919106]Topic description 
This section contains a detailed description and background information of the specific health topic for the benchmarking of AI in Dental Diagnostics and Digital Dentistry and how this can help to solve a relevant ‘real-world’ problem.
Topic groups summarize related benchmarking AI subjects to reduce redundancy, leverage synergies, and streamline FG-AI4H meetings. However, in some cases different subtopic groups can be established within one topic group to pursue different topic-specific fields of expertise. The TG-Dental currently has no subtopics. Future subtopics for [SUBTOPIC NAME] might be introduced.
Topic Driver: Topic groups typically begin without subtopics. Please write a few lines indicating future subtopics that might become relevant. Once you have defined subtopics, their focus/mandate should be explained in this section.


[image: ]
[bookmark: _Toc71919203]Figure 1: Thematic structure of subtopics along the clinical care pathway and along subfields of dentistry.
3.1 [bookmark: _Toc71919107]Subtopic [A]
3.1.1 [bookmark: _Toc71919108]Definition of the AI task
This section provides a detailed description of the specific task the AI systems of this TG are expected to solve. It is not about the benchmarking process (this will be discussed more detailed in chapter 4). This section corresponds to DEL03 “AI requirements specifications,” which describes the functional, behavioural, and operational aspects of an AI system.
· What is the AI doing? 
· What kind of AI task is implemented (e.g., classification, prediction, clustering, or segmentation task)?
· Which input data are fed into the AI model? 
· Which output is generated? 
3.1.2 [bookmark: _Toc71919109]Current gold standard 
This section provides a description of the established gold standard of the addressed health topic. 
· How is the task currently solved without AI?
· Do any issues occur with the current gold standard? Does it have limitations? 
· Are there any numbers describing the performance of the current state of the art?
3.1.3 [bookmark: _Toc71919110]Relevance and impact of an AI solution
This section addresses the relevance and impact of the AI solution (e.g., on the health system or the patient outcome) and describes how solving the task with AI improves a health issue. 
· Why is solving the addressed task with AI relevant?
· Which impact of deploying such systems is expected (e.g., impact on the health system, overall health system cost, life expectancy, or gross domestic product)? 
· Why is benchmarking for this topic important (e.g., does it provide stakeholders with numbers for decision-making; does it simplify regulation, build trust, or facilitate adoption)?
3.1.4 [bookmark: _Toc71919111]Existing AI solutions
This section provides an overview of existing AI solutions for the same health topic that are already in operation. It should contain details of the operations, limitations, robustness, and the scope of the available AI solutions. The details on performance and existing benchmarking procedures will be covered in chapter 6.
· Description of the general status and the maturity of AI systems for the health topic of your TG (e.g., exclusively prototypes, applications, and validated medical devices)
· Which are the currently known AI systems and their inputs, outputs, key features, target user groups, and intended use (if not discussed before)? This can also be provided as a table.
· What are the common features found in most AI solutions that might be benchmarked?
· What are the relevant metadata dimensions characterizing the AI systems in this field and with relevance for reporting (e.g., systems supporting offline functions, availability in certain languages, and the capability to process data in a specific format)?
· Description of existing AI systems and their scope, robustness, and other dimensions.
3.2 [bookmark: _Toc71919112]Subtopic [B] 
Topic driver: If you have subtopics in your topic group, describe how the existing AI solutions in the second subtopic [B] deviate from the description in the previous section. Please use the same subsection structure as above for the first subtopic [A]. If there are no subtopics in your topic group, you can remove the “Subtopic” outline level, but - of course - you need to keep the subsections! In this case, please adapt the lower outline levels accordingly (section numbering).
4 [bookmark: _Toc71919113]Ethical considerations 
The rapidly evolving field of AI and digital technology in the fields of medicine and public health raises a number of ethical, legal, and social concerns that have to be considered in this context. They are discussed in deliverable DEL01 “AI4H ethics considerations,” which was developed by the working group on “Ethical considerations on AI4H” (WG-Ethics). This section refers to DEL01 and should reflect the ethical considerations of the TG-Dental. 
· What are the ethical implications of applying the AI model in real-world scenarios?
· What are the ethical implications of introducing benchmarking (having the benchmarking in place itself has some ethical risks; e.g., if the test data are not representative for a use case, the data might create the illusion of safety and put people at risk)?
· What are the ethical implications of collecting the data for benchmarking (e.g., how is misuse of data addressed, is there the need for an ethics board approval for clinical data, is there the need for consent management for sharing patient data, and what are the considerations about data ownership/data custodianship)?
· What risks face individuals and society if the benchmarking is wrong, biased, or inconsistent with reality on the ground?
· How is the privacy of personal health information protected (e.g., in light of longer data retention for documentation, data deletion requests from users, and the need for an informed consent of the patients to use data)?
· How is ensured that benchmarking data are representative and that an AI offers the same performance and fairness (e.g., can the same performance in high, low-, and middle-income countries be guaranteed; are differences in race, sex, and minority ethnic populations captured; are considerations about biases, when implementing the same AI application in a different context included; is there a review and clearance of ‘inclusion and exclusion criteria’ for test data)?
· What are your experiences and learnings from addressing ethics in your TG?
5 [bookmark: _Toc71919114]Existing work on benchmarking
This section focuses on the existing benchmarking processes in the context of AI and Dental Diagnostics and Digital Dentistry for quality assessment. It addresses different aspects of the existing work on benchmarking of AI systems (e.g., relevant scientific publications, benchmarking frameworks, scores and metrics, and clinical evaluation attempts). The goal is to collect all relevant learnings from previous benchmarking that could help to implement the benchmarking process in this topic group.
5.1 [bookmark: _Toc71919115]Subtopic [A]
Topic driver: If there are subtopics in your topic group, describe the existing work on benchmarking for the first subtopic [A] in this section. If there are no sub-topics, you can remove the “Subtopic” outline level, but - of course - you need to keep the subsections below!
5.1.1 [bookmark: _Toc71919116]Publications on benchmarking systems
While a representative comparable benchmarking for Dental Diagnostics and Digital Dentistry does not yet exist, some work has been done in the scientific community assessing the performance of such systems. This section summarizes insights from the most relevant publications on this topic. It covers parts of the deliverable DEL07 “AI for health evaluation considerations,” DEL07_1 “AI4H evaluation process description,” DEL07_2 “AI technical test specification,” DEL07_3 “Data and artificial intelligence assessment methods (DAISAM),” and DEL07_4 “Clinical Evaluation of AI for health”.
· What is the most relevant peer-reviewed scientific publications on benchmarking or objectively measuring the performance of systems in your topic?
· State what are the most relevant approaches used in literature?
· Which scores and metrics have been used?
· How were test data collected?
· How did the AI system perform and how did it compare the current gold standard? Is the performance of the AI system equal across less represented groups? Can it be compared to other systems with a similar benchmarking performance and the same clinically meaningful endpoint (addressing comparative efficacy)?
· How can the utility of the AI system be evaluated in a real-life clinical environment (also considering specific requirements, e.g., in a low- and middle-income country setting)?
· Have there been clinical evaluation attempts (e.g., internal and external validation processes) and considerations about the use in trial settings?
· What are the most relevant gaps in the literature (what is missing concerning AI benchmarking)?
5.1.2 [bookmark: _Toc71919117]Benchmarking by AI developers
All developers of AI solutions for Dental Diagnostics and Digital Dentistry implemented internal benchmarking systems for assessing the performance. This section will outline the insights and learnings from this work of relevance for benchmarking in this topic group.
· What are the most relevant learnings from the benchmarking by AI developers in this field (e.g., ask the members of your topic group what they want to share on their benchmarking experiences)?
· Which scores and metrics have been used?
· How did they approach the acquisition of test data?
5.1.3 [bookmark: _Toc71919118]Relevant existing benchmarking frameworks
Triggered by the hype around AI, recent years have seen the development of a variety of benchmarking platforms where AIs can compete for the best performance on a determined dataset. Given the high complexity of implementing a new benchmarking platform, the preferred solution is to use an established one. This section reflects on the different existing options that are relevant for this topic group and includes considerations of using the assessment platform that is currently developed by FG-AI4H and presented by deliverable DEL07_5 “FG-AI4H assessment platform” (the deliverable explores options for implementing an assessment platform that can be used to evaluate AI for health for the different topic groups).
· Which benchmarking platforms could be used for this topic group (e.g., EvalAI, AIcrowd, Kaggle, and CodaLab)?
· Are the benchmarking assessment platforms discussed, used, or endorsed by FG-AI4H an option?
· Are there important features in this topic group that require special attention?
· Is the reporting flexible enough to answer the questions stakeholders want to get answered by the benchmarking?
· What are the relative advantages and disadvantages of these diverse solutions?
5.2 [bookmark: _Toc71919119]Subtopic [B] 
Topic driver: If there are subtopics in your topic group, describe the existing work on benchmarking for the second subtopic [B] in this section using the same subsection structure as above. (If there are no sub-topics, you can remove the “Subtopic” outline level.)
6 [bookmark: _Toc71919120]Benchmarking by the topic group
This section describes all technical and operational details regarding the benchmarking process for the Dental Diagnostics and Digital Dentistry AI task including subsections for each version of the benchmarking that is iteratively improved over time. 
It reflects the considerations of various deliverables: DEL05 “Data specification” (introduction to deliverables 5.1-5.6), DEL05_1“Data requirements” (which lists acceptance criteria for data submitted to FG-AI4H and states the governing principles and rules), DEL05_2 “Data acquisition”, DEL05_3 “Data annotation specification”, DEL05_4 “Training and test data specification” (which provides a systematic way of preparing technical requirement specifications for datasets used in training and testing of AI models), DEL05_5 “Data handling” (which outlines how data will be handled once they are accepted), DEL05_6 “Data sharing practices” (which provides an overview of the existing best practices for sharing health-related data based on distributed and federated environments, including the requirement to enable secure data sharing and addressing issues of data governance), DEL06 “AI training best practices specification” (which reviews best practices for proper AI model training and guidelines for model reporting), DEL07“AI for health evaluation considerations” (which discusses the validation and evaluation of AI for health models, and considers requirements for a benchmarking platform), DEL07_1 “AI4H evaluation process description” (which provides an overview of the state of the art of AI evaluation principles and methods and serves as an initiator for the evaluation process of AI for health), DEL07_2 “AI technical test specification” (which specifies how an AI can and should be tested in silico), DEL07_3 “Data and artificial intelligence assessment methods (DAISAM)” (which provides the reference collection of WG-DAISAM on assessment methods of data and AI quality evaluation), DEL07_4“Clinical Evaluation of AI for health” (which outlines the current best practices and outstanding issues related to clinical evaluation of AI models for health), DEL07_5 “FG-AI4H assessment platform” (which explores assessment platform options that can be used to evaluate AI for health for the different topic groups), DEL09 “AI for health applications and platforms” (which introduces specific considerations of the benchmarking of mobile- and cloud-based AI applications in health), DEL09_1 “Mobile based AI applications,” and DEL09_2 “Cloud-based AI applications” (which describe specific requirements for the development, testing and benchmarking of mobile- and cloud-based AI applications).
6.1 [bookmark: _Toc71919121]Subtopic [A] 
Topic driver: Please refer to the above comments concerning subtopics.
The benchmarking of Dental Diagnostics and Digital Dentistry is going to be developed and improved continuously to reflect new features of AI systems or changed requirements for benchmarking. This section outlines all benchmarking versions that have been implemented thus far and the rationale behind them. It serves as an introduction to the subsequent sections, where the actual benchmarking methodology for each version will be described.
· Which benchmarking iterations have been implemented thus far?
· What important new features are introduced with each iteration?
· What are the next planned iterations and which features are they going to add?
6.1.1 [bookmark: _Toc71919122]Benchmarking version [Y]
This section includes all technological and operational details of the benchmarking process for the benchmarking version [Y] (latest version, chronologically reversed order).
6.1.1.1 [bookmark: _Toc71919123]Overview
This section provides an overview of the key aspects of this benchmarking iteration, version [Y]. 
· What is the overall scope of this benchmarking iteration (e.g., performing a first benchmarking, adding benchmarking for multi-morbidity, or introducing synthetic-data-based robustness scoring)?
· What features have been added to the benchmarking in this iteration?
6.1.1.2 [bookmark: _Toc71919124]Benchmarking methods
This section provides details about the methods of the benchmarking version [Y]. It contains detailed information about the benchmarking system architecture, the dataflow and the software for the benchmarking process (e.g., test scenarios, data sources, and legalities). 
6.1.1.2.1 [bookmark: _Toc71919125]Benchmarking system architecture
This section covers the architecture of the benchmarking system. For well-known systems, an overview and reference to the manufacturer of the platform is sufficient. If the platform was developed by the topic group, a more detailed description of the system architecture is required.
· How does the architecture look?
· What are the most relevant components and what are they doing?
· How do the components interact on a high level?
· What underlying technologies and frameworks have been used?
· How does the hosted AI model get the required environment to execute correctly?  What is the technology used (e.g., Docker/Kubernetes)?
6.1.1.2.2 [bookmark: _Toc71919126]Benchmarking system dataflow
This section describes the dataflow throughout the benchmarking architecture.
· How do benchmarking data access the system?
· Where and how (data format) are the data, the responses, and reports of the system stored?
· How are the inputs and the expected outputs separated?
· How are the data sent to the AI systems?
· Are the data entries versioned? 
· How does the lifecycle for the data look?
6.1.1.2.3 [bookmark: _Toc71919127]Safe and secure system operation and hosting 
From a technical point of view, the benchmarking process is not particularly complex. It is more about agreeing on something in the topic group with potentially many competitors and implementing the benchmarking in a way that cannot be compromised. This section describes how the benchmarking system, the benchmarking data, the results, and the reports are protected against manipulation, data leakage, or data loss. Topic groups that use ready-made software might be able to refer to the corresponding materials of the manufacturers of the benchmarking system.
This section addresses security considerations about the storage and hosting of data (benchmarking results and reports) and safety precautions for data manipulation, data leakage, or data loss. 
In the case of a manufactured data source (vs. self-generated data), it is possible to refer to the manufacturer’s prescriptions.
· Based on the architecture, where is the benchmarking vulnerable to risk and how have these risks been mitigated (e.g., did you use a threat modelling approach)? A discussion could include:
· Could someone access the benchmarking data before the actual benchmarking process to gain an advantage?
· What safety control measures were taken to manage risks to the operating environment?
· Could someone have changed the AI results stored in the database (your own and/or that of competitors)?
· Could someone attack the connection between the benchmarking and the AI (e.g., to make the benchmarking result look worse)?
· How is the hosting system itself protected against attacks?
· How are the data protected against data loss (e.g., what is the backup strategy)?
· What mechanisms are in place to ensure that proprietary AI models, algorithms and trade-secrets of benchmarking participants are fully protected?
· How is it ensured that the correct version of the benchmarking software and the AIs are tested?
· How are automatic updates conducted (e.g., of the operating system)?
· How and where is the benchmarking hosted and who has access to the system and the data (e.g., virtual machines, storage, and computing resources, configurational settings)?
· How is the system’s stability monitored during benchmarking and how are attacks or issues detected?
· How are issues (e.g., with a certain AI) documented or logged?
· In case of offline benchmarking, how are the submitted AIs protected against leakage of intellectual property?
6.1.1.2.4 [bookmark: _Toc71919128]Benchmarking process
This section describes how the benchmarking looks from the registration of participants, through the execution and resolution of conflicts, to the final publication of the results.
· How are new benchmarking iterations scheduled (e.g., on demand or quarterly)?
· How do possible participants learn about an upcoming benchmarking?
· How can one apply for participation?
· What information and metadata do participants have to provide (e.g., AI autonomy level assignment (IMDRF), certifications, AI/machine learning technology used, company size, company location)?
· Are there any contracts or legal documents to be signed?
· Are there inclusion or exclusion criteria to be considered?
· How do participants learn about the interface they will implement for the benchmarking (e.g., input and output format specification and application program interface endpoint specification)?
· How can participants test their interface (e.g., is there a test dataset in case of file-based offline benchmarking or are there tools for dry runs with synthetic data cloud-hosted application program interface endpoints)?
· Who is going to execute the benchmarking and how is it ensured that there are no conflicts of interest?
· If there are problems with an AI, how are problems resolved (e.g., are participants informed offline that their AI fails to allow them to update their AI until it works? Or, for online benchmarking, is the benchmarking paused? Are there timeouts?)?
· How and when will the results be published (e.g., always or anonymized unless there is consent)? With or without seeing the results first? Is there an interactive drill-down tool or a static leader board? Is there a mechanism to only share the results with stakeholders approved by the AI provider as in a credit check scenario?
· In case of online benchmarking, are the benchmarking data published after the benchmarking? Is there a mechanism for collecting feedback or complaints about the data? Is there a mechanism of how the results are updated if an error was found in the benchmarking data?
6.1.1.3 [bookmark: _Toc71919129]AI input data structure for the benchmarking
This section describes the input data provided to the AI solutions as part of the benchmarking of Dental Diagnostics and Digital Dentistry. It covers the details of the data format and coding at the level of detail needed to submit an AI for benchmarking. This is the only TDD section addressing this topic. Therefore, the description needs to be complete and precise. This section does not contain the encoding of the labels for the expected outcomes. It is only about the data the AI system will see as part of the benchmarking. 
· What are the general data types that are fed in the AI model?
· How exactly are they encoded? For instance, discuss:
· The exact data format with all fields and metadata (including examples or links to examples)
· Ontologies and terminologies
· Resolution and data value ranges (e.g., sizes, resolutions, and compressions)
· Data size and data dimensionality 
6.1.1.4 [bookmark: _Toc71919130]AI output data structure
Similar to the input data structure for the benchmarking, this section describes the output data the AI systems are expected to generate in response to the input data. It covers the details of the data format, coding, and error handling at the level of detail needed for an AI to participate in the benchmarking. 
· What are the general data output types returned by the AI and what is the nature of the output (e.g., classification, detection, segmentation, or prediction)?
· How exactly are they encoded? Discuss points like:
· The exact data format with all fields and metadata (including examples or links to examples)
· Ontologies and terminologies
· What types of errors should the AI generate if something is defective?
6.1.1.5 [bookmark: _Toc71919131]Test data label/annotation structure 
Topic driver: Please describe how the expected AI outputs are encoded in the benchmarking test data. Please note that it is essential that the AIs never access the expected outputs to prevent cheating. The topic group should carefully discuss whether more detailed labelling is needed. Depending on the topic, it might make sense to separate between the best possible output of the AI given the input data and the correct disease (that might be known but cannot be derived from the input data alone). Sometimes it is also helpful to encode acceptable other results or results that can be clearly ruled out given the evidence. This provides a much more detailed benchmarking with more fine-grained metrics and expressive reports than the often too simplistic leader boards of many AI competitions.
While the AI systems can only receive the input data described in the previous sections, the benchmarking system needs to know the expected correct answer (sometimes called ‘labels’) for each element of the input data so that it can compare the expected AI output with the actual one. Since this is only needed for benchmarking, it is encoded separately. The details are described in the following section.
· What are the general label types (e.g., expected results, acceptable results, correct results, and impossible results)?
· How exactly are they encoded? Discuss points like:
· The exact data format with all fields and metadata (including examples or links to examples)
· Ontologies and terminologies
· How are additional metadata about labelling encoded (e.g., author, data, pre-reviewing details, dates, and tools)?
· How and where are the labels embedded in the input data set (including an example; e.g., are there separate files or is it an embedded section in the input data that is removed before sending to the AI)?
6.1.1.6 [bookmark: _Toc71919132]Scores and metrics
Topic drivers: This section describes the scores and metrics that are used for benchmarking. It includes details about the testing of the AI model and its effectiveness, performance, transparency, etc. Please note that this is only the description of the scores and metrics actually used in this benchmarking iteration. A general description of the state of the art of scores and metrics and how they have been used in previous work is provided in section 3.
Scores and metrics are at the core of the benchmarking. This section describes the scores and metrics used to measure the performance, robustness, and general characteristics of the submitted AI systems.
· Who are the stakeholders and what decisions should be supported by the scores and metrics of the benchmarking?
· What general criteria have been applied for selecting scores and metrics?
· What scores and metrics have been chosen/defined for robustness? 
· What scores and metrics have been chosen/defined for medical performance?
· What scores and metrics have been chosen/defined for non-medical performance? 
· Metrics for technical performance tracking (e.g., monitoring and reporting when the performance accuracy of the model drops below a predefined threshold level as a function of time; computational efficiency rating, response times, memory consumption)
· What scores and metrics have been chosen/defined for model explainability?
· Describe for each aspect
· The exact definition/formula of the score based on the labels and the AI output data structures defined in the previous sections and how they are aggregated/accumulated over the whole dataset (e.g., for a single test set entry, the result might be the probability of the expected correct class which is then aggregated to the average probability of the correct class)
· Does it use some kind of approach for correcting dataset bias (e.g., the test dataset usually has a different distribution compared to the distribution of a condition in a real-world scenario. For estimating the real-world performance, metrics need to compensate this difference.)
· What are the origins of these scores and metrics?
· Why were they chosen?
· What are the known advantages and disadvantages?
· How easily can the results be compared between or among AI solutions?
· Can the results from benchmarking iterations be easily compared or does it depend too much on the dataset (e.g., how reproducible are the results)?
· How does this consider the general guidance of WG-DAISAM in DEL07_3 “Data and artificial intelligence assessment methods (DAISAM)”?
· Have there been any relevant changes compared to previous benchmarking iterations? If so, why?
6.1.1.7 [bookmark: _Toc71919133]Test dataset acquisition
Test dataset acquisition includes a detailed description of the test dataset for the AI model and, in particular, its benchmarking procedure including quality control of the dataset, control mechanisms, data sources, and storage.
· How does the overall dataset acquisition and annotation process look?
· How have the data been collected/generated (e.g., external sources vs. a process organized by the TG)?
· Have the design goals for the benchmarking dataset been reached (e.g., please provide a discussion of the necessary size of the test dataset for relevant benchmarking results, statistical significance, and representativeness)?
· How was the dataset documented and which metadata were collected?
· Where were the data acquired?
· Were they collected in an ethical-conform way?
· Which legal status exists (e.g., intellectual property, licenses, copyright, privacy laws, patient consent, and confidentiality)?
· Do the data contain ‘sensitive information’ (e.g., socially, politically, or culturally sensitive information; personal identifiable information)? Are the data sufficiently anonymized?
· What kind of data anonymization or deidentification has been applied?
· Are the data self-contained (i.e., independent from externally linked datasets)?
· How is the bias of the dataset documented (e.g., sampling or measurement bias, representation bias, or practitioner/labelling bias)?
· What additional metadata were collected (e.g., for a subsequent detailed analysis that compares the performance on old cases with new cases)? How was the risk of benchmarking participants accessing the data?
· Have any scores, metrics, or tests been used to assess the quality of the dataset (e.g., quality control mechanisms in terms of data integrity, data completeness, and data bias)?
· Which inclusion and exclusion criteria for a given dataset have been applied (e.g., comprehensiveness, coverage of target demographic setting, or size of the dataset)?
· How was the data submission, collection, and handling organized from the technical and operational point of view (e.g., folder structures, file formats, technical metadata encoding, compression, encryption, and password exchange)?
· Specific data governance derived by the general data governance document (currently F-103 and the deliverables beginning with DEL05)
· How was the overall quality, coverage, and bias of the accumulated dataset assessed (e.g., if several datasets from several hospitals were merged with the goal to have better coverage of all regions and ethnicities)?
· Was any kind of post-processing applied to the data (e.g., data transformations, repackaging, or merging)?
· How was the annotation organized?
· How many annotators/peer reviewers were engaged?
· Which scores, metrics, and thresholds were used to assess the label quality and the need for an arbitration process?
· How have inter-annotator disagreements been resolved (i.e., what was the arbitration process)?
· If annotations were part of the submitted dataset, how was the quality of the annotations controlled?
· How was the annotation of each case documented?
· Were metadata on the annotation process included in the data (e.g., is it possible to compare the benchmarking performance based on the annotator agreement)?
· Were data/label update/amendment policies and/or criteria in place?
· How was access to test data controlled (e.g., to ensure that no one could access, manipulate, and/or leak data and data labels)? Please address authentication, authorization, monitoring, logging, and auditing
· How was data loss avoided (e.g., backups, recovery, and possibility for later reproduction of the results)?
· Is there assurance that the test dataset is undisclosed and was never previously used for training or testing of any AI model?
· What mechanisms are in place to ensure that test datasets are used only once for benchmarking? (Each benchmarking session will need to run with a new and previously undisclosed test dataset to ensure fairness and no data leakage to subsequent sessions)
6.1.1.8 [bookmark: _Toc71919134]Data sharing policies
This section provides details about legalities in the context of benchmarking. Each dataset that is shared should be protected by special agreements or contracts that cover, for instance, the data sharing period, patient consent, and update procedure (see also DEL05_5 on data handling and DEL05_6 on data sharing practices).
· Which legal framework was used for data sharing? 
· Was a data sharing contract signed and what was the content? Did it contain:
· Purpose and intended use of data 
· Period of agreement
· Description of data
· Metadata registry
· Data harmonization
· Data update procedure
· Data sharing scenarios
· Data can be shared in public repositories
· Data are stored in local private databases (e.g., hospitals)
· Rules and regulation for patients’ consent
· Data anonymization and de-identification procedure
· Roles and responsibilities 
· Data provider
· Data protection officer 
· Data controllers
· Data processors 
· Data receivers
· Which legal framework was used for sharing the AI? 
· Was a contract signed and what was the content?
6.1.1.9 [bookmark: _Toc71919135]Baseline acquisition
The main purpose of benchmarking is to provide stakeholders with the numbers they need to decide whether AI models provide a viable solution for a given health problem in a designated context. To achieve this, the performance of the AI models needs to be compared with available options achieving the same clinically meaningful endpoint. This, in turn, requires data on the performance of the alternatives, ideally using the same benchmarking data. As the current alternatives typically involve doctors, it might make sense to combine the test data acquisition and labelling with additional tasks that allow the performance of the different types of health workers to be assessed. 
· Does this topic require comparison of the AI model with a baseline (gold standard) so that stakeholders can make decisions?
· Is the baseline known for all relevant application contexts (e.g., region, subtask, sex, age group, and ethnicity)?
· Was a baseline assessed as part of the benchmarking?
· How was the process of collecting the baseline organized? If the data acquisition process was also used to assess the baseline, please describe additions made to the process described in the previous section.
· What are the actual numbers (e.g., for the performance of the different types of health workers doing the task)?
6.1.1.10 [bookmark: _Toc71919136]Reporting methodology
After the benchmarking, the next step is to describe how the results are compiled into reports that allow stakeholders to make decisions (e.g., which AI systems can be used to solve a pre-diagnosis task in an offline –field –clinic scenario in central America). For some topic groups, the report might be as simple as a classical AI competition leader board using the most relevant performance indicator. For other tasks, it could be an interactive user interface that allows stakeholders to compare the performance of the different AI systems in a designated context with existing non-AI options. For the latter, statistical issues must be carefully considered (e.g., the multiple comparisons problem). Sometimes, a hybrid of prepared reports on common aspects are generated in addition to interactive options. There is also the question of how and where the results are published and to what degree benchmarking participants can opt in or opt out of the publication of their performance. 
This section discusses how the results of the benchmarking runs will be shared with the participants, stakeholders, and general public.
· What is the general approach for reporting results (e.g., leader board vs. drill down)?
· How can participants analyse their results (e.g., are there tools or are detailed results shared with them)?
· How are the participants and their AI models (e.g., versions of model, code, and configuration) identified?
· What additional metadata describing the AI models have been selected for reporting?
· How is the relationship between AI results, baselines, previous benchmarking iterations, and/or other benchmarking iterations communicated?
· What is the policy for sharing participant results (e.g., opt in or opt out)? Can participants share their results privately with their clients (e.g., as in a credit check scenario)?
· What is the publication strategy for the results (e.g., website, paper, and conferences)?
· Is there an online version of the results?
· Are there feedback channels through which participants can flag technical or medical issues (especially if the benchmarking data was published afterwards)?
· Are there any known limitations to the value, expressiveness, or interpretability of the reports?
6.1.1.11 [bookmark: _Toc71919137]Result
This section gives an overview of the results from runs of this benchmarking version of your topic. Even if your topic group prefers an interactive drill-down rather than a leader board, pick some context of common interest to give some examples. 
· When was the benchmarking executed?
· Who participated in the benchmarking?
· What overall performance of the AI systems concerning medical accuracy, robustness, and technical performance (minimum, maximum, average etc.) has been achieved?
· What are the results of this benchmarking iteration for the participants (who opted in to share their results)?
6.1.1.12 [bookmark: _Toc71919138]Discussion of the benchmarking
This section discusses insights of this benchmarking iterations and provides details about the ‘outcome’ of the benchmarking process (e.g., giving an overview of the benchmark results and process). 
· What was the general outcome of this benchmarking iteration?
· How does this compare to the goals for this benchmarking iteration (e.g., was there a focus on a new aspect to benchmark)?
· Are there real benchmarking results and interesting insights from this data?
· How was the performance of the AI system compared to the baseline?
· How was the performance of the AI system compared to other benchmarking initiatives (e.g., are the numbers plausible and consistent with clinical experience)?
· How did the results change in comparison to the last benchmarking iteration?
· Are there any technical lessons?
· Did the architecture, implementation, configuration, and hosting of the benchmarking system fulfil its objectives?
· How was the performance and operational efficiency of the benchmarking itself (e.g., how long did it take to run the benchmarking for all AI models vs. one AI model; was the hardware sufficient)?
· Are there any lessons concerning data acquisition?
· Was it possible to collect enough data?
· Were the data as representative as needed and expected?
· How good was the quality of the benchmarking data (e.g., how much work went into conflict resolution)?
· Was it possible to find annotators?
· Was there any relevant feedback from the annotators?
· How long did it take to create the dataset?
· Is there any feedback from stakeholders about how the benchmarking helped them with decision-making?
· Are metrics missing?
· Do the stakeholders need different reports or additional metadata (e.g., do they need the “offline capability” included in the AI metadata so that they can have a report on the best offline system for a certain task)?
· Are there insights on the benchmarking process?
· How was the interest in participation? 
· Are there reasons that someone could not join the benchmarking?
· What was the feedback of participants on the benchmarking processes?
· How did the participants learn about the benchmarking?
6.1.1.13 [bookmark: _Toc71919139]Retirement
Topic driver: describe what happens to the benchmarking data and the submitted AI models after the benchmarking. 
This section addresses what happens to the AI system and data after the benchmarking activity is completed. It might be desirable to keep the database for traceability and future use. Alternatively, there may be security or privacy reasons for deleting the data. Further details can be found in the reference document of this section DEL04 “AI software lifecycle specification” (identification of standards and best practices that are relevant for the AI for health software life cycle).
· What happens with the data after the benchmarking (e.g., will they be deleted, stored for transparency, or published)?
· What happens to the submitted AI models after the benchmarking?
· Could the results be reproduced?
· Are there legal or compliance requirements to respond to data deletion requests? 
6.1.2 [bookmark: _Toc71919140]Benchmarking version [X]
This section includes all technological and operational details of the benchmarking process for the benchmarking version [X].
Topic driver: Provide details of previous benchmarking versions here using the same subsection structure as above.
6.2 [bookmark: _Toc71919141]Subtopic [B] 
Topic driver: If there are subtopics in your topic group, please provide the details about the benchmarking of the second subtopic [B] here using the same subsection structure as above (please refer to earlier comments – in red fonts - concerning subtopics).

7 [bookmark: _Toc71919142]Overall discussion of the benchmarking
This section discusses the overall insights gained from benchmarking work in this topic group. This should not be confused with the discussion of the results of a concrete benchmarking run (e.g., in 4.2.11). 
· What is the overall outcome of the benchmarking thus far?
· Have there been important lessons?
· Are there any field implementation success stories?
· Are there any insights showing how the benchmarking results correspond to, for instance, clinical evaluation?
· Are there any insights showing the impact (e.g., health economic effects) of using AI systems that were selected based on the benchmarking?
· Was there any feedback from users of the AI system that provides insights on the effectiveness of benchmarking? 
· Did the AI system perform as predicted relative to the baselines? 
· Did other important factors prevent the use of the AI system despite a good benchmarking performance (e.g., usability, access, explainability, trust, and quality of service)?
· Were there instances of the benchmarking not meeting the expectations (or helping) the stakeholders? What was learned (and changed) as a result?
· What was learned from executing the benchmarking process and methodology (e.g., technical architecture, data acquisition, benchmarking process, benchmarking results, and legal/contractual framing)?
8 [bookmark: _Toc71919143]Regulatory considerations
Topic Driver: This section reflects the requirements of the working group on Regulatory considerations on AI for health (WG-RC) and their various deliverables. It is NOT requested to re-produce regulatory frameworks, but to show the regulatory frameworks that have to be applied in the context of your AIs and their benchmarking (2 pages max).
For AI-based technologies in healthcare, regulation is not only crucial to ensure the safety of patients and users, but also to accomplish market acceptance of these devices. This is challenging because there is a lack of universally accepted regulatory policies and guidelines for AI-based medical devices. To ensure that the benchmarking procedures and validation principles of FG-AI4H are secure and relevant for regulators and other stakeholders, the working group on “Regulatory considerations on AI for health” (WG-RC) compiled the requirements that consider these challenges. 
The deliverables with relevance for regulatory considerations are DEL02 “AI4H regulatory considerations” (which provides an educational overview of some key regulatory considerations), DEL02_1 “Mapping of IMDRF essential principles to AI for health software”, and DEL02_2 “Guidelines for AI based medical device (AI-MD): Regulatory requirements” (which provides a checklist to understand expectations of regulators, promotes step-by-step implementation of safety and effectiveness of AI-based medical devices, and compensates for the lack of a harmonized standard). DEL04 identifies standards and best practices that are relevant for the “AI software lifecycle specification.” The following sections discuss how the different regulatory aspects relate to the TG-Dental. 
8.1 [bookmark: _Toc71919144]Existing applicable regulatory frameworks
Most of the AI systems that are part of the FG-AI4H benchmarking process can be classified as software as medical device (SaMD) and eligible for a multitude of regulatory frameworks that are already in place. In addition, these AI systems often process sensitive personal health information that is controlled by another set of regulatory frameworks. The following section summarizes the most important aspects that AI manufacturers need to address if they are developing AI systems for Dental Diagnostics and Digital Dentistry.
· What existing regulatory frameworks cover the type of AI in this TDD (e.g., MDR, FDA, GDPR, and ISO; maybe the systems in this topic group always require at least “MDR class 2b” or maybe they are not considered a medical device)?
· Are there any aspects to this AI system that require additional specific regulatory considerations?
8.2 [bookmark: _Toc71919145]Regulatory features to be reported by benchmarking participants
In most countries, benchmarked AI solutions can only be used legally if they comply with the respective regulatory frameworks for the application context. This section outlines the compliance features and certifications that the benchmarking participants need to provide as part of the metadata. It facilitates a screening of the AI benchmarking results for special requirements (e.g., the prediction of prediabetes in a certain subpopulation in a country compliant to the particular regional regulatory requirements).
· Which certifications and regulatory framework components of the previous section should be part of the metadata (e.g., as a table with structured selection of the points described in the previous section)?
8.3 [bookmark: _Toc71919146]Regulatory requirements for the benchmarking systems
The benchmarking system itself needs to comply with regulatory frameworks (e.g., some regulatory frameworks explicitly require that all tools in the quality management are also implemented with a quality management system in place). This section outlines the regulatory requirements for software used for benchmarking in this topic group.
· Which regulatory frameworks apply to the benchmarking system itself?
· Are viable solutions with the necessary certifications already available?
· Could the TG implement such a solution?
8.4 [bookmark: _Toc71919147]Regulatory approach for the topic group
Topic Driver: Please select the points relevant for your type of AI and the corresponding benchmarking systems. If your AIs and your benchmarking are not a medical device, this might be quite short.
Building on the outlined regulatory requirements, this section describes how the topic group plans to address the relevant points in order to be compliant. The discussion here focuses on the guidance and best practice provided by the DEL02 “AI4H regulatory considerations.”
· Documentation & Transparency 
· How will the development process of the benchmarking be documented in an effective, transparent, and traceable way?
· Risk management & Lifecycle approach 
· How will the risk management be implemented? 
· How is a life cycle approach throughout development and deployment of the benchmarking system structured?
· Data quality 
· How is the test data quality ensured (e.g., the process of harmonizing data of different sources, standards, and formats into a single dataset may cause bias, missing values, outliers, and errors)? 
· How are the corresponding processes document?
· Intended Use & Analytical and Clinical Validation
· How are technical and clinical validation steps (as part of the lifecycle) ensured (e.g., as proposed in the IMDRF clinical evaluation framework)?
· Data Protection & Information Privacy
· How is data privacy in the context of data protection regulations ensured, considering regional differences (e.g., securing large data sets against unauthorized access, collection, storage, management, transport, analysis, and destruction)? This is especially relevant if real patient data is used for the benchmarking.
· Engagement & Collaboration
· How is stakeholder (regulators, developers, healthcare policymakers) feedback on the benchmarking collected, documented, and implemented?
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	Expansion
	Comment

	TDD
	Topic Description Document
	Document specifying the standardized benchmarking for a topic on which the FG AI4H Topic Group works. This document is the TDD for the Topic Group Dental Diagnostics and Digital Dentistry (TG-Dental)

	TG
	Topic Group
	

	WG
	Working Group
	

	FGAI4H
	Focus Group on AI for Health
	

	AI
	Artificial intelligence
	

	ITU
	International Telecommunication Union
	

	WHO
	World Health Organization
	

	DEL
	Deliverable 
	

	CfTGP
	Call for topic group participation
	

	AI4H 
	Artificial intelligence for health
	

	IMDRF
	International Medical Device Regulators Forum
	

	MDR
	Medical Device Regulation
	

	ISO
	International Standardization Organization
	

	GDPR
	General Data Protection Regulation
	

	FDA
	Food and Drug administration
	

	SaMD
	Software as a medical device
	

	AI-MD
	AI based medical device
	

	LMIC
	Low-and middle-income countries
	

	GDP
	Gross domestic product
	

	API
	Application programming interface
	

	IP
	Intellectual property
	

	PII
	Personal identifiable information
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