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**Explain your algorithm for trustworthy ML4Health**

Did you(r team) develop a ML-based tool to support clinicians or improve human health?

Do you want to prepare for questions from users and regulatory institutions to build trust in your tool?

Then report about your use-case in our survey. We would like to find out if you can answer questions to make your tool trustworthy and help YOU to prepare for important questions from users and regulatory bodies. We assure you that your queried data will be treated with the utmost confidentiality.

To reward you for your efforts, you will receive feedback about the transparency of your use-case report. We will select 5 participating use-cases for a free consultation from the FGAI4H.

If you have any questions, please contact jana.fehr@hpi.de.

Thank you very much!

The FGAI4H-DAISAM team.

--------- Please share this call for participation also in your networks and social media ----------

# Motivation

Medicine is currently at the crossroads to leverage the power of digital technologies such as machine learning for daily clinical decision-making, early detection of disease and overall improving patients' lives. Similar to drug-approval regulations, standardized approval checkpoints are needed to guarantee the reliability, efficacy and safety of machine-learning algorithms for health (ML4H) applications. Guidelines to establish ML4H approval frameworks are currently under development. One important checkpoint in this process is the transparent reporting of model development and testing steps. Besides shedding light on the implemented technology, it is crucial to report details about data selection to assess potential risks of bias. Transparent model reporting can be hampered if the algorithm has an opaque-box character or if the algorithm is proprietary or trained with protected data. It is currently unclear if developers can fulfil transparent model reporting requirements.

# Aim

The aim of this work is to investigate the current practices of transparent model reporting for ML4H and pinpoint challenges. We will invite developers and owners of ML4H applications from corporates, governmental and academic institutions inside and beyond the FGAI4H network to conduct transparent model reporting about their use-case. To guide the reporting, we compiled a structured questionnaire from current considerations summarized by the FGAI4H [1,2,3].

We will analyze the questionnaire-based reports seeking to address the following questions:

1. Have companies/institutions already adapted to providing enough documentation about model development and testing?
2. Are there reporting gaps and if yes, which challenges do corporates/institutions face for transparent model reporting?
3. Do current practices of model reporting help to identify potential biases of the reported algorithm?
4. Can this questionnaire guide standardized model reporting or are there questions, which should be adapted specifically to the use-case?

# Approach and participation procedure

1. Filling out the questionnaire for transparent model reporting

We invite owners or developers of health products using machine learning to participate in our survey and answer questions for transparent reporting of their ML4H tool. Everyone who is interested to participate can send an e-Mail to jana.fehr@hpi.de to receive the link to the questionnaire. The survey is hosted on a secure, GDPR-compliant platform. The questionnaire consists of 75 multiple-choice questions spanning across the following domains:

1) Intended use of the model

2) Implemented ML technology

3) Training data information

4) Legal aspects

5) Ethical considerations

6) ML model evaluation and metrics

7) Caveats and recommendations

1. Analyzing the questionnaire and feedback

We will analyze the questionnaire-based report with our interdisciplinary team from the FGAI4H-DAISAM group, combining expertise from data science, computer science, biotechnology and epidemiology. We will assess the submitted reporting practice in terms of rigor, reporting gaps, to answer above questions 1) *Have companies/institutions already adapted to providing enough documentation about model development and testing?* and 2) *‘Are there reporting gaps and if yes, which challenges do corporates/institutions face for transparent model reporting?’*. We will additionally perform a qualitative potential risk of bias assessment on the provided report to answer question 3) ‘Do current practices of model reporting help to identify potential biases of the reported algorithm?’. We will provide a short feedback report on the reporting practice for regulatory approval and potential bias findings.

We will additionally select five use-cases for an individual consultation session. During the consultation session, we will discuss questions from participants and the assessment outcome in detail.

1. Follow-up questionnaire

After participants received feedback, we will send out a short follow-up questionnaire (anticipated time to answer: 5 minutes), to ask about their experiences with model reporting in general and the experiences with reporting guided by this questionnaire-based approach. We will investigate the answers of this follow-up questionnaire to answer question 4 ‘Can this questionnaire guide standardized model reporting or are there questions which should be adapted specifically to the use-case?’

# Benefit to participate

With this project, we want to support teams working with ML4H to adapt to regulatory requirements for transparent model reporting by prompting required information in a systematic way. Participants are invited to engage and give feedback on the feasibility of the considerations. We plan to publish the results about the assessed state of transparent model reporting from this survey. Participants can choose to be mentioned in acknowledgements or remain anonymous.

Please contact us at jana.fehr@hpi.de if you would like to participate or if you have any questions.

We are looking forward to hearing from you!

The FGAI4H-DAISAM Team
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