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	Abstract:
	This document provides an overview of the current challenges of “Clinical Evaluation of AI for Health”. It is part of the deliverable-series 7.1-7.4 that are outlined by deliverable No.7 “AI for Health Evaluation considerations”. 
Although the performance of AI models in health is often measured by their   accuracy, establishing confidence among clinicians, patients, researchers and policy makers in the safety and efficacy of AI solutions in health requires a more comprehensive evaluation. 
The purpose of the deliverable No.7.4 is to outline the current best practice, and outstanding issues for further considerations related to clinical evaluation of AI models for health. The document was submitted as J-053 at the FG-AI4H meeting J (e-meeting), 30 September – 2 October, 2020.
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Summary
[bookmark: _Toc401158818]As growing numbers of AI models become available for use, researchers, patients, clinicians and policy makers require a framework to understand whether the models are safe, purpose-fit and cost effective, and also to compare model performance with current standards of care, and between each other. Performance measures, often used for AI models, such as accuracy often may not translate into safe interventions with clinically meaningful improvements in a complex clinical environment. While such an evidence-based medical framework exists to evaluate medical innovations such as pharmaceutical and surgical interventions, it has limitations when applied to evaluation of AI based interventions for a number of reasons.
The aim of the ITU/WHO Focus Group on AI for Health is to create a faster trusted intermediate step that can show regulators and decision-makers that ‘latest versions’ of AI systems in healthcare are of sufficient standard and appropriate for the context and use cases where they might be being planned for deployment. This requires the creation of globally representative datasets that are curated independently, secure, and provide high quality. Within the FG-AI4H each use case (presented by a topic group) is dedicated to various health topics and has its unique considerations regarding performance and utility. This work aims to broadly capture these nuances for the topic groups, but also to gain trust from the wider clinical and academic community. 
1 [bookmark: _Toc52458381]Scope
[bookmark: _Toc401158819]This document describes current evaluation frameworks for AI models and for health interventions. It describes current best practice for clinical evaluation of AI models in health both, pre and post deployment. It also identifies gaps in the current evaluation framework for future work. Special focus is given to the various use cases (topic groups) and their unique considerations regarding performance and utility in a real-life clinical environment. Iterations of the document are produced in collaboration with the contributors of this deliverable and presented at each FG-AI4H meeting. It also serves as the main output document of the working group on clinical evaluation and is part of a series of deliverables that cover various considerations of evaluation and AI in health, listed in FGAI4H-H-200: https://itu.int/en/ITU-T/focusgroups/ai4h/Documents/listdeliverables.pdf.

1.1 [bookmark: _Toc44683544][bookmark: _Toc52292997][bookmark: _Toc52458382]Specific issues to be addressed
· Phases of evaluation
Description of possible phases of evaluation in best practice, e.g. development and internal validation, external validation, reader studies, benchmarking against current standard, use in a trial setting, repeated benchmarking/reader studies if changes occur, post market surveillance and reporting of large-scale data.

· Efficacy and comparative efficacy
How are statements of efficacy currently made? Accuracy, sensitivity and specificity. Then would need a demonstration of efficacy on a clinically meaningful endpoint in a trial setting, comparative efficacy can be demonstrated either by performance on data, or comparison in a trial. Is it reasonable to assume that if one model has a positive outcome for an endpoint, then others with similar performance on benchmarking they would have a similar effect in the real world?

· Safety
How are adverse events monitored and reported? How is safety monitored in long term post deployment settings? What are the requirements for models to demonstrate safety?

· Generalisability/Bias and Inclusiveness
The current burden of proof for generalisability is validation in an external dataset. It is currently unclear whether this is generalisable enough, and this may depend on the clinical intention of the tool (e.g., symptom checkers may be less generalisble than an AI assessing percentage of TILs in breast cancer). What would be reassuring to the community that models can be transferred? 
Bias in datasets is a big issue, particular with regard to race. Is the performance of a model equal across less represented groups? How locally should models be validated before being used?

· Evaluating adaptive/learning models
Current evidence based medical framework does not facilitate rapid iterations or learning models. How could these be incorporated in 

· Reporting of evaluation (following Equator)
Description of current reporting requirements, e.g., from Equator. Identify and ongoing work.

· Clinically meaningful endpoints
For different clinical use cases different endpoints may be appropriate and clinically useful. Can topic groups and experts agree a set of clinically meaningful endpoints for use in evaluation?

· Post deployment surveillance
Once tools are in use, what is the expectation on developers to continue to report performance? How can changes be made and what is expected to be reported? What longer term, high usage safety issues may become apparent.

· Specific considerations for low-and middle-income settings
Consideration for a variety of settings must be considered in each of the above heading, but what are the specific requirements in a LMIC setting? Consider ethics of research, local validation, variation in current standard of care. Also consider bar to entry of market place for local solutions, that tackle local problems. 

· Collaboration and engagement
Which other groups are active in this area? How can the working group engage with experts (research and policy makers) to move the standard of evaluation forward? How can developers be encouraged to provide evaluation of efficacy? What is a reasonable burden of proof? How can stakeholder with an interest in this area support the development of this evaluation framework?
2 [bookmark: _Toc52458383]References
[1] [bookmark: _Toc401158820]Wiegand, T., Krishnamurthy, R., Kuglitsch, M., Lee, N., Pujari, S., Salathé, M., Wenzel, M. and Xu, S. (2019). WHO and ITU establish benchmarking process for artificial intelligence in health. The Lancet, 394(10192), 9-11. https://doi.org/10.1016/S0140-6736(19)30762-7 
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NOTE: Additional literature references are listed in the bibliography.
3 [bookmark: _Toc52458384]Terms and definitions
3.1 [bookmark: _Toc401158821][bookmark: _Toc52458385]Terms defined elsewhere
This document uses the following terms defined elsewhere:
3.1.1	term [reference]: definition [… add if needed]
3.2 [bookmark: _Toc401158822][bookmark: _Toc52458386]Terms defined here
This document defines the following terms:
3.1.1	term [reference]: definition [… add if needed]
4 [bookmark: _Toc401158823][bookmark: _Toc52458387]Abbreviations
	AI
	Artificial Intelligence

	AI4H
	Artificial Intelligence for Health

	FG-AI4H
	ITU/WHO Focus Group on Artificial Intelligence for Health

	ML
	Machine learning

	TDD
	Topic Description Document

	TG
LMIC
MDR
FDR
SaMD
IMDRF
NICE
WHO
EQUATOR
CONSORT
SPIRIT
TRIPOD

STARD
MI-CLAIM
DHT

	Topic Group
Low -and middle-income countries
Medical Device Regulation
Food and Drug Regulations
Software as a medical device
International Medical Device Regulators Forum
National Institute for Health and Care Excellence
World Health Organization
Enhancing the quality and transparency of health research
Consolidated Standards of Reporting Trials 
Standard Protocol Items: Recommendations for interventional trials
Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis
Standards for the Reporting of Diagnostic accuracy studies
Minimal information about clinical artificial intelligence modeling
Digital Health Technologies


5 [bookmark: _Toc401158824][bookmark: _Toc52458388]Introduction
If AI systems are to be trusted with tasks within healthcare, decision-makers and healthcare professionals require independent evidence of effectiveness. The familiar pathway of clinical studies and randomized control trials is a good model for pharmacological or surgical interventions, but the requirements can be subtly different for AI systems that are continuously evolving with version changes. 
Broadly, when assessing for the effectiveness of any intervention, three key questions need to be considered:
1)	How safe is this system? 
· Setting minimum safety thresholds, red flags, etc.
2)	How accurate is this system? 
· Addressing sensitivity and specificity, positive predictive value, etc.
3)	So what? 
· Aka performance does not equal utility
This question is key, and is often poorly answered – or not at all. 
· depending on the use case, this will be looking at impact on: 
· patient journey and patient outcomes
· clinical outcomes
· improving a certain step, or several, in a pre-clinical or clinical pathway, eg. effect on time efficiency/does it save time?
· health economics
· this step is related to another sub-question: What is the comparison to the standard of care?
6 [bookmark: _Toc52293010][bookmark: _Toc52458389]Existing evaluation systems
6.1 [bookmark: _Toc52293011][bookmark: _Toc52458390]Existing pathway for gathering evidence for traditional medical interventions
Figure 1 illustrates the evaluation process for traditional medical interventions, exemplarily shown for a pharmaceutical clinical trial. The established evaluation process includes a preclinical phase after discovery of a new drug, followed by a clinical phase 1-3 and 4 including post-market surveillance.

[image: ]
[bookmark: _Toc52458368]Figure 1:Typical pathway for gathering evidence for traditional medical interventions
6.1.1 [bookmark: _Toc51856515][bookmark: _Toc52037480][bookmark: _Toc52175909][bookmark: _Toc52177091][bookmark: _Toc52293012][bookmark: _Toc51856516][bookmark: _Toc52037481][bookmark: _Toc52175910][bookmark: _Toc52177092][bookmark: _Toc52293013][bookmark: _Toc52293014][bookmark: _Toc52458391]Why is this different for AI systems? 
[…] TBD Add a diagram to illustrate this

[image: ]
[bookmark: _Toc52458369]Figure 2[Placeholder: Illustration why "this" is different for AI systems]

Internal -
Test data, training data 
Internal benchmarking - Verification, Validation
Quality assurance steps, etc

Release to Production > Product level testing > Post Market Surveillance > Post Market Clinical Follow Up (e.g., prospective, real world clinical studies)
Currently, regulators (e.g., MDR, FDA) require software as a medical service to show evidence of these steps. With constantly changing and evolving systems, the onus is put on AI developers to show that new versions and changes are meeting quality requirements. It is also not always fully clear at which points new clinical studies are required, aside from an expansion in the intended use.
Clinical studies require time, planning, resources, and partners, as well as ethical approvals. Therefore, providing real-world evidence in this way is powerful but slow. 
The aim of the ITU/WHO Focus Group on AI for Health is to create a faster trusted intermediate step that can show regulators and decision-makers that ‘latest versions’ are of sufficient standard and appropriate for the context and use cases where they might be being planned for deployment. 
This requires the creation of globally representative datasets that are curated independently, of high quality and secure (i.e. that no systems have ever seen before). 
Also, the metrics used here may be wide-ranging and interactive to help answer specific contextual questions (e.g., ‘someone is planning to use this AI system on elderly people in India and would like to see metrics X, Y and Z in the India/SE Asia dataset of the same age group’).
6.1.2 [bookmark: _Toc52293015][bookmark: _Toc52458392]Why not just do more prospective clinical studies?
Regulators, health systems, and governments may use the benchmarking assessment as part of their 360 assessment of an AI system before making decisions about tendering/deployment/regulatory approval. It is crucial to say here, that this is not to replace post market clinical evaluation (e.g., prospective clinical studies), and rather an important, ongoing, interim step in the “spectrum of evaluating AI systems in healthcare”.
[image: https://lh5.googleusercontent.com/pUeiJgrVvKy6L3WjlRLz2h7cXWE4TeZ1E-76yspmgTmkDeYmzGsIgn9Fyi4LfBFzwa2UOR64CRuX7c0YjeYtA2jz1woWoNrwdbLem125xqhakMAZydxEYEEqk-k7-VPBm7t0FAIu]
[bookmark: _Toc52458370]Figure 3: Spectrum of clinical validation
[bookmark: _Toc42681443]
6.1.3 [bookmark: _Toc52037484][bookmark: _Toc52175913][bookmark: _Toc52177095][bookmark: _Toc52293016][bookmark: _Toc52293017][bookmark: _Toc52458393]Benchmarking within a clinical study
We should not just be speaking about Precision, Recall, Sensitivity, PPV, etc., we should also be talking about real-world impact on:
· Patients (outcomes? Satisfaction? Better journey, faster diagnosis/referral, right care right place, etc.?)
· Clinicians and clinical workflow (time to care, etc.)
· Health system: efficiency, savings, cost benefit? 
Clinical Requirements for regulators
· […] TBD
Clinical Requirements for other stakeholders – e.g., health systems, payers, governments
· important to talk about “Intended stage in the care pathway”
· […] TBD
Difficulties with “gold standards”
· […] TBD
6.2 [bookmark: _Toc52293018][bookmark: _Toc52458394][bookmark: _Toc52293019]Overview of existing best-practice frameworks for clinical evaluation 
Clinical evaluation frameworks have been developed by various initiatives, collaborations and government institutions. They address relevant requirements that have to be considered for clinical evaluation of medical innovations. For the WG-CE those evaluation frameworks that include considerations on how to evaluate AI-based innovations for the application in health are of special interest. This section provides a non-comprehensive overview and a description of existing procedures and best-practices for existing clinical evaluation frameworks.
Table 1 summarizes the key facts of the publications and the respective links to the evaluation frameworks, followed by a more detailed description of the requirements and considerations, also reflecting the relevance of the frameworks for the WG-CE.



	Name 
	Link
	Key facts

	Equator-Network
(Enhancing the quality and transparency of health research) 
Established in 2008

	https://www.equator-network.org
	“The EQUATOR Network is an ‘umbrella’ organization that brings together researchers, medical journal editors, peer reviewers, developers of reporting guidelines, research funding bodies and other collaborators with mutual interest in improving the quality of research publications and of research itself. [The EQUATOR-Network] is developing into a global initiative covering all areas of health research and all nations, and actively involving all key stakeholders. […]” [2]

Contributors: 
 “The EQUATOR Network is directed by an international Steering Group that brings together leading experts in health, research methodology, statistics, reporting and editorial work”. [2]

	SPIRIT (2013)
(Standard Protocol Items: Recommendations for Interventional Trials)




























	SPIRIT statement (2013): Defining standard protocol items for clinical trials
https://www.spirit-statement.org 

and
https://www.equator-network.org/reporting-guidelines/spirit-2013-statement-defining-standard-protocol-items-for-clinical-trials/ 

and  
Chan AW, Tetzlaff JM, Altman DG, et al. SPIRIT 2013 statement: defining standard protocol items for clinical trials. Ann Intern Med. 2013;158(3):200-207. doi:10.7326/0003-4819-158-3-201302050-00583 

and
http://www.spirit-statement.org/wp-content/uploads/2013/08/SPIRIT-Checklist-download-8Jan13.doc (Checklist)

and
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5114123/ 
(publication)











  
	“The SPIRIT 2013 provides evidence-based recommendations for the minimum content of a clinical trial protocol. SPIRIT is widely endorsed as an international standard for trial protocols”. [3]

“The 33-item SPIRIT checklist applies to protocols for all clinical trials and focuses on content rather than format. [It] recommends a full description of what is planned; it does not prescribe how to design or conduct a trial. By providing guidance for key content, the SPIRIT recommendations aim to facilitate the drafting of high-quality protocols. Adherence to SPIRIT would also enhance the transparency and completeness of trial protocols for the benefit of investigators, trial participants, patients, sponsors, funders, research ethics committees or institutional review boards, peer reviewers, journals, trial registries, policymakers, regulators, and other key stakeholders”. [4]

Contributors:
115 key stakeholders, including trial investigators, health care professionals, methodologists, statisticians, trial coordinators, journal editors, and representatives from the research ethics community, industry and non-industry funders, and regulators agencies [3]

	SPIRIT - AI 
2019










2020

	
https://www.equator-network.org/library/reporting-guidelines-under-development/reporting-guidelines-under-development-for-clinical-trials-protocols/ 

Cruz Rivera, S., Liu, X., Chan, A. et al. Guidelines for clinical trial protocols for interventions involving artificial intelligence: the SPIRIT-AI extension. Nat Med 26, 1351–1363 (2020). https://doi.org/10.1038/s41591-020-1037-7 

	
Protocol Guidelines for Artificial Intelligence and Machine Learning Interventions in Randomized Trials (SPIRIT-AI Extension, registered 21 June 2019); “Forthcoming journal paper. The group plans to publish the reporting guideline by March 2020, in an open-access journal) [5]





09/2020 Publication of the announced journal paper. 
“The SPIRIT-AI (standard Protocol Items: Recommendations for Interventional Trials – Artificial Intelligence) extension is a new reporting guideline for clinical trial protocols evaluating interventions with an AI component. It was developed in parallel with its companion statement for trial reports: CONSORT-AI (Consolidated standards of Reporting Trials – Artificial Intelligence). Both guidelines were developed through a staged consensus process involving literature review and expert consultation to generate 26 candidate items, which were consulted upon by an international multi-stakeholder group in a two-stage Delphi survey (103 stakeholders), agreed upon in a consensus meeting (31 stakeholders) and refined through a checklist pilot (34 participants). The SPIRIT-AI extension includes 15 new items that were considered sufficiently important for clinical trial protocols of AI-interventions [and] should be routinely reported in addition to the core SPIRIT 2013 items […].” [8]


	CONSORT (2010)
(Consolidated Standards of Reporting Trials)
















	http://www.consort-statement.org 

Schulz, K.F., Altman, D.G. & Moher, D. CONSORT 2010 Statement: updated guidelines for reporting parallel group randomised trials. BMC Med 8, 18 (2010). https://doi.org/10.1186/1741-7015-8-18 
(original statement of 1996 was updated 2001 and last, 2010)
 

	“The CONSORT 2010 Statement is this paper including the 25-item checklist (for review of formal requirements, details regarding the introduction, methods, results and discussion) […]. It provides guidance for reporting all randomized controlled trials, but focuses on the most common design type-individually randomized, two group, parallel trials.” [7]

Contributors: CONSORT group members include an international and eclectic group of clinical trialists, statisticians, epidemiologists, and biomedical editors. Membership is dynamic. CONSORT Executive (KFS, DGA, DM). [7,9]






	CONSORT – AI 
2019








2020
	https://www.equatornetwork.org/library/reporting-guidelines-under-development/reporting-guidelines-under-development-for-clinical-trials/ - AI


Liu, X., Cruz Rivera, S., Moher, D. et al. Reporting guidelines for clinical trial reports for interventions involving artificial intelligence: the CONSORT-AI extension. Nat Med 26, 1364–1374 (2020). https://doi.org/10.1038/s41591-020-1034-x
	2019: Forthcoming journal paper.
Website: The CONSORT-AI Extension: Reporting Guidelines for Artificial Intelligence and Machine Learning Interventions in Randomized Trials (registered 8 May, 2019). [10]





09/2020 Publication of the announced journal paper. 
“The CONSORT-AI (Consolidated Standards of Reporting Trials–Artificial Intelligence) extension is a new reporting guideline for clinical trials evaluating interventions with an AI component. It was developed in parallel with its companion statement for clinical trial protocols: SPIRIT-AI (Standard Protocol Items: Recommendations for Interventional Trials–Artificial Intelligence). 
Both guidelines were developed through a staged consensus process involving literature review and expert consultation to generate 29 candidate items, which were assessed by an international multi-stakeholder group in a two-stage Delphi survey (103 stakeholders), agreed upon in a two-day consensus meeting (31 stakeholders) and refined through a checklist pilot (34 participants).
The CONSORT-AI extension includes 14 new items that were considered sufficiently important for AI interventions that they should be routinely reported in addition to the core CONSORT 2010 items”. [11]

	CONSORT and SPIRIT AI initiative 
Steering group/working group (2019):

	Liu, X., Rivera, S.C., Faes, L. et al. Reporting guidelines for clinical trials evaluating artificial intelligence interventions are needed. Nat Med 25, 1467–1468 (2019). https://doi.org/10.1038/s41591-019-0603-3

(Additional publication: Liu, X., Faes, L., Calvert, M. J., & Denniston, A. K. (2019). Extension of the CONSORT and SPIRIT statements. The Lancet, 394(10205), 1225. https://doi.org/10.1016/S0140-6736(19)31819-7 )
	“[…] The CONSORT (Consolidated Standards of Reporting Trials) and SPIRIT (Standard Protocol Items: Recommendations for Interventional Trials) statements are minimum reporting guidelines for randomized controlled trials and trial protocols. […] Although this guidance has substantially improved the completeness of clinical trials reporting, there are challenges in trials involving AI interventions that are not addressed by the current guidance. […] To address these challenges, the CONSORT-AI and SPIRIT-AI Steering Group is preparing international, consensus-based, AI-specific extensions to the CONSORT and SPIRIT statement that will focus specifically on clinical trials in which the intervention includes a machine learning or other AI component, using the EQUATOR Network methodological framework for guideline development.” [12]











	TRIPOD (2015)
(Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis)


	Collins GS, Reitsma JB, Altman DG, Moons KG. Transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD): the TRIPOD statement. BMJ. 2015;350:g7594. Published 2015 Jan 7. https://pubmed.ncbi.nlm.nih.gov/25560730/ 

and

https://www.equator-network.org/reporting-guidelines/tripod-statement/ 

	“The TRIPOD (Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis) Statement includes a 22-item checklist, which aims to improve the reporting of studies developing, validating, or updating a prediction model, whether for diagnostic or prognostic purposes. The TRIPOD Statement aims to improve the transparency of the reporting of a prediction model study regardless of the study methods used.” [13]


Contributors: International group of prediction model researchers, including statisticians, epidemiologists, health care professionals, and journal editors. [13]


	TRIPOD-ML (2019)
(Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis - Machine Learning)
	Collins, G. S., & Moons, K. G. (2019). Reporting of artificial intelligence prediction models. The Lancet, 393(10181), 1577-1579. https://doi.org/10.1016/S0140-6736(19)30037-6

Additional:
article as PDF-File
	“Although many aspects of the TRIPOD statement are applicable to prediction model studies using artificial intelligence and machine learning methods, its uptake by the artificial intelligence and machine learning communities has not been high. Possible reasons for this include subtle differences in terminology, or a perceived lack of relevance because TRIPOD focuses on regression based prediction model approaches. […] We therefore announce a new initiative to develop a version of the TRIPOD statement specific to machine learning (TRIPOD-ML). The aim of TRIPOD-ML will be to focus on the introduction of machine learning prediction algorithms, building on a long and established methodology of prediction research, while harmonizing terminology.” [14]

	NICE 
(National Institute for Health and Care Excellence) – Evidence standards framework for digital health technologies (2019)
	https://www.nice.org.uk/Media/Default/About/what-we-do/our-programmes/evidence-standards-framework/digital-evidence-standards-framework.pdf
	“The framework describes standards for the evidence that should be available, or developed, for digital health technologies (DHT) to demonstrate their value in the UK health and care system.” [15]

Contributors: “It was developed by NICE between June 2018 and February 2019 in collaboration with NHS England, Public Health England and Med City. The work was commissioned by NHS England.” [15]

	IMDRF
(International Medical Device Regulators Forum) – Software as a medical device (SaMD): Clinical Evaluation (2017)
	http://www.imdrf.org/docs/imdrf/final/technical/imdrf-tech-170921-samd-n41-clinical-evaluation_1.pdf

	“The IMDRF seeks to establish a common and converged understanding of clinical evaluation and principles for demonstrating the safety, effectiveness and performance of SaMD.” [16]

Contributors: IMDRF SaMD Working Group

	WHO-study Group 5 – Clinical evaluation 2007

	http://academy.gmp-compliance.org/guidemgr/files/GHTF-SG5-N2R8-2007-CLINICAL-EVALUATION-070501.PDF 

	“The primary purpose of this document is to provide manufacturers with guidance on how to conduct and document the clinical evaluation of a medical device as part of the conformity assessment procedure prior to placing a medical device on the market as well as to support its ongoing marketing. It is also intended to provide guidance to regulators and other stakeholders when assessing clinical evidence provided by manufacturers. This document provides the following guidance: 
· general principles of clinical evaluation
· how to identify relevant clinical data to be used in a clinical evaluation
· how to appraise and integrate clinical data into a summary
· and how to document a clinical evaluation in a clinical evaluation report.” [17]
Contributors: The Global Harmonization Task force


	Mathews, S. C et al. (2019)
‘Digital Health: A path to validation’
	Mathews, S. C., McShea, M. J., Hanley, C. L., Ravitz, A., Labrique, A. B., & Cohen, A. B. (2019). Digital health: a path to validation. NPJ Digital Medicine, 2(1), 1-9. https://doi.org/10.1038/s41746-019-0111-3

	Digital health scorecard – “Healthcare needs a robust and transparent validation process for digital health products. All healthcare stakeholders would benefit from a more standardized, objective, rigorous, and transparent process for validation. Specifically, the validation domains would be technical validation (e.g., how accurately does the solution measure what it claims?), clinical validation (e.g., does the solution have any support for improving condition-specific outcomes?), and system validation (e.g., does the solution integrate into patients’ lives, provider workflows, and healthcare systems). A proposed pathway is outlined. A forthcoming pilot study (and publication of a detailed corresponding framework) will contain finer details of the proposed pathway.” [18]

	Sendak, M.P., et al (2020)
‘Presenting machine learning model information to clinical end users with model facts lables’ 
	Sendak, M.P., Gao, M., Brajer, N. et al. Presenting machine learning model information to clinical end users with model facts labels. npj Digit. Med. 3, 41 (2020). https://doi.org/10.1038/s41746-020-0253-3 

	“[…] an interdisciplinary team including developers, clinicians, and regulatory experts designed the “Model Facts” label. The target audience is clinicians who make decisions supported by a machine learning model. The purpose is to collate relevant, actionable information in 1-page to ensure that front-line clinicians know how, when, how not, and when not to incorporate model output into clinical decisions.” [19]


	STARD (Standards for the Reporting of Diagnostic Accuracy Studies)
	https://www.equator-network.org/reporting-guidelines/stard/

	“To improve the quality of reporting of diagnostic accuracy studies, the Standards for the Reporting of Diagnostic Accuracy Studies (STARD) statement was developed. […] – an updated list of 30 essential items that should be included in every report of a diagnostic accuracy study. This update incorporates recent evidence about sources of bias and variability in diagnostic accuracy and is intended to facilitate the use of STARD. As such, STARD 2015 may help to improve completeness and transparency in reporting of diagnostic accuracy studies”. [20]

	Minimum information about clinical artificial intelligence modeling: the MI-CLAIM checklist

	Norgeot, B., Quer, G., Beaulieu-Jones, B.K. et al. Minimum information about clinical artificial intelligence modeling: the MI-CLAIM checklist. Nat Med 26, 1320–1324 (2020). https://doi.org/10.1038/s41591-020-1041-y 

	“[…] Here [the authors] propose the first steps toward a minimum set of documentation to bring similar levels of transparency and utility to the application of AI in medicine: minimum information about clinical artificial intelligence modeling (MI-CLAIM). With this work, [the authors] are targeting medical-algorithm designers, repository managers, manuscript writers and readers, journal editors, and model users. […] Validation of the exact results is generally of less interest than whether or not the results are validated in a new cohort of patients. Therefore, MI-CLAIM has two purposes: first, to enable a direct assessment of clinical impact, including fairness and bias; and second, to allow rapid replication of the technical design process of any legitimate clinical AI study.” [21]

	[TBC]

	[…]

	[…]



[bookmark: _Toc52458379]Table 1: Non-comprehensive list of existing best practices for clinical evaluation

6.2.1 [bookmark: _Toc52293020][bookmark: _Toc52458395]EQUATOR Network methodology network
Website: 
Details about the EQAUTOR Network with background information and an overview of the reporting guidelines for main study types can be found here: https://www.equator-network.org; https://www.equator-network.org/about-us/ 

Objective: “The EQUATOR mission is to achieve accurate, complete, and transparent reporting of all health research studies to support reproducibility and usefulness. [This] increases the value of health research and helps to minimize avoidable waste of financial and human investments in health research projects. To achieve its mission the EQUATOR Network has the following major goals: 
· Maintain and further develop a comprehensive collection of online resources providing up-to-date information, tools and other materials related to health research reporting
· Actively promote the use of reporting guidelines and good research reporting practices through an education and training programme
· Assist in the development, dissemination and implementation of robust reporting guidelines
· Support journals, universities and other organisations in implementing reporting guidelines through development of tools, strategies, education and other activities
· Undertake research projects enhancing the value of health-related research
· Set up a global network of local EQUATOR Centres to facilitate the improvement of health research reporting on a worldwide scale

Considerations WG-CE: The EQUATOR Network presents a valuable source of relevant reporting guidelines that have to be considered within the WG-CE. It provides a detailed and up-to-date overview of the current clinical evaluation frameworks and their extensions. 
[…]

6.2.2 [bookmark: _Toc52293021][bookmark: _Toc52458396]SPIRIT (Standard Protocol Items: Recommendations for Interventional Trials)
Website:
SPIRIT statement https://www.spirit-statement.org/; https://www.equator-network.org/reporting-guidelines/spirit-2013-statement-defining-standard-protocol-items-for-clinical-trials/, and  (Checklist) http://www.spirit-statement.org/wp-content/uploads/2013/08/SPIRIT-Checklist-download-8Jan13.doc 

Publications:
Chan AW, Tetzlaff JM, Altman DG, et al. SPIRIT 2013 statement: defining standard protocol items for clinical trials. Ann Intern Med. 2013;158(3):200-207. doi:10.7326/0003-4819-158-3-201302050-00583 https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5114123/ 

Objective: “SPIRIT 2013 [is] a guideline for the minimum content of a clinical trial protocol. Producing evidence-based recommendations for a minimum set of items to be addressed in protocols. The 33-item SPIRIT checklist applies to protocols for all clinical trials and focuses on content rather than format. The checklist recommends a full description of what is planned; it does not prescribe how to design or conduct a trial. By providing guidance for key content, the SPIRIT recommendations aim to facilitate the drafting of high-quality protocols. […] This international project aims to improve the completeness of trial protocols by producing evidence-based recommendations for a minimum set of items to be addressed in protocols.” [3]

Scope: “The SPIRIT 2013 Statement provides guidance for minimum protocol content. […] The SPIRIT 2013 Statement primarily relates to the content of the protocol rather than its format, which is often subject to local regulations, traditions, or standard operating procedures. Finally, the intent of SPIRIT 2013 is to promote transparency and a full description of what is planned – not to prescribe how a trial should be designed or conducted. The checklist should not be used to judge trial quality […].” [3]

Relations: “The SPIRIT 2013 Statement mirrors applicable items from CONSORT 2010 (Consolidated Standards of Reporting Trials). Consistent wording and structure used for items common to both checklists will facilitate the transition from a SPIRIT-based protocol to a final report based on CONSORT.” [3]

6.2.3 [bookmark: _Toc51856525][bookmark: _Toc52037491][bookmark: _Toc52175919][bookmark: _Toc52177101][bookmark: _Toc52293022][bookmark: _Toc51856526][bookmark: _Toc52037492][bookmark: _Toc52175920][bookmark: _Toc52177102][bookmark: _Toc52293023][bookmark: _Toc52293024][bookmark: _Toc52458397]CONSORT (Consolidated standards of Reporting Trials)
Website: 
CONSORT 2010 Statement http://www.consort-statement.org, and (Checklist) http://www.consort-statement.org/download/Media/Default/Downloads/CONSORT%202010%20Checklist.doc

Publications:
Kenneth F. Schulza, *, Douglas G. Altman, David Moher for the CONSORT group. CONSORT 2010 statement: Updated guidelines for reporting parallel group randomised trials
https://www.sciencedirect.com/science/article/pii/S1743919111005620?via=ihub

Objective: “The lack of adequate reporting fueled the development of the original CONSORT (Consolidated standards of Reporting Trials) statement 1995 and its revision 5 years later. While those statements improved the reporting quality for some randomized controlled trials, many trial reports still remain inadequate. […] The CONSORT 2010 Statement is this paper including the 25-item checklist (for review of formal requirements, details regarding the introduction, methods, results and discussion) and the flow diagram […]. It provides guidance for reporting all randomized controlled trials, but focuses on the most common design type-individually randomized, two group, parallel trials. […] The Checklist contains items deemed absolutely fundamental to reporting a randomized controlled trial.” [23]

Scope: “We developed CONSORT 2010 to assist authors in writing reports of randomized controlled trials, editors and peer reviewers in reviewing manuscripts for publication and readers in critically appraising published articles. […] The explicit goal of all these initiatives is to improve reporting. The EQUATOR network will facilitate development of reporting guidelines and help disseminate the guidelines: http://www.equator-network.org provides information on all reporting guidelines in health research.” [23]

6.2.4 [bookmark: _Toc52293025][bookmark: _Toc52458398]CONSORT-AI/SPIRIT-AI Extension (CONSORT and SPIRIT-AI Steering group)
Website and Publications: 
Liu, X., Rivera, S.C., Faes, L. et al. Reporting guidelines for clinical trials evaluating artificial intelligence interventions are needed. Nat Med 25, 1467–1468 (2019). https://doi.org/10.1038/s41591-019-0603-3 

Liu, X., Faes, L., Calvert, M. J., & Denniston, A. K. (2019). Extension of the CONSORT and SPIRIT statements. The Lancet, 394(10205), 1225. https://doi.org/10.1016/S0140-6736(19)31819-7 


SPIRIT-AI: Protocol Guidelines for Artificial Intelligence and Machine Learning Interventions in Randomised Trials (SPIRIT-AI Extension, registered 21 June, 2019)

Publication 09/2020:
Cruz Rivera, S., Liu, X., Chan, A. et al. Guidelines for clinical trial protocols for interventions involving artificial intelligence: the SPIRIT-AI extension. Nat Med 26, 1351–1363 (2020). https://doi.org/10.1038/s41591-020-1037-7 

“The SPIRIT-AI (standard Protocol Items: Recommendations for Interventional Trials – Artificial Intelligence) extension is a new reporting guideline for clinical trial protocols evaluating interventions with an AI component. It was developed in parallel with its companion statement for trial reports: CONSORT-AI (Consolidated standards of Reporting Trials – Artificial Intelligence). Both guidelines were developed through a staged consensus process involving literature review and expert consultation to generate 26 candidate items, which were consulted upon by an international multi-stakeholder group in a two-stage Delphi survey (103 stakeholders), agreed upon in a consensus meeting (31 stakeholders) and refined through a checklist pilot (34 participants). The SPITI-AI extension includes 15 new items that were considered sufficiently important for clinical trial protocols of AI-interventions [and] should be routinely reported in addition to the core SPIRIT 2013 items […].” [7]

The table with the SPIRIT-AI checklist can be found here:
https://www.nature.com/articles/s41591-020-1037-7/tables/2 

CONSORT-AI: Reporting Guidelines for Artificial Intelligence and Machine Learning Interventions in Randomized Trials (CONSORT-AI Extension, registered 8 May, 2019).

Current situation: “Most AI interventions thus far, particularly diagnostic algorithms, have been evaluated only in the context of diagnostic accuracy. Although this initial validation stage is important, a demonstration of good diagnostic accuracy does not necessarily translate to improved patient outcomes. Yet if the ultimate goal of introducing AI into healthcare is to bring about patient benefit, then demonstration of improved patient outcome is needed. This should be done in a prospective clinical trial, in which the AI intervention is placed within its intended clinical pathway, with patient outcomes as the primary endpoint, and with an evaluation of demonstrable downstream effects in the broader management strategy. CONSORT and SPIRIT statements are minimum reporting guidelines for randomized controlled trials and trial protocols. This has improved completeness of clinical trials reporting, challenges in trials involving AI interventions remain and are not addressed by current guidance. This bears the risk that an AI intervention that might not be effective or feasible in real world could be implemented.” [11]

Objective: “Therefore SPIRIT AI and CONSORT AI steering group is preparing international, consensus based, AI specific extentions that will focus on clinical trials with ML or AI component, using EQUATOR Network methodology for guideline development. […] [The] development process includes clinicians, computer scientists, researchers, trialists, industry leaders, regulators, funders, policy makers, journal editors and patient partners with an interest in applications of machine learning in healthcare. Developed through strong stakeholder engagement and a modified Delphi consensus process, the AI extensions for CONSORT and SPIRIT guidelines will adequately reflect the concerns of the wider community. Although many voices are important in this field, [the authors] wish to particularly draw attention to the role of medical journal editors.” [11]

Relations: “This initiative will be complementary to the efforts of others working on reporting standards such as the TRIPOD-ML initiative of Collins and Moons, which seeks to improve the reporting of machine-learning-driven predictive model development and validation.” [11]

04.09.2020 Publication: 
Liu, X., Cruz Rivera, S., Moher, D. et al. Reporting guidelines for clinical trial reports for interventions involving artificial intelligence: the CONSORT-AI extension. Nat Med 26, 1364–1374 (2020). https://doi.org/10.1038/s41591-020-1034-x 

Objective: 
“The CONSORT-AI (Consolidated Standards of Reporting Trials–Artificial Intelligence) extension is a new reporting guideline for clinical trials evaluating interventions with an AI component. It was developed in parallel with its companion statement for clinical trial protocols: SPIRIT-AI (Standard Protocol Items: Recommendations for Interventional Trials–Artificial Intelligence). 
Both guidelines were developed through a staged consensus process involving literature review and expert consultation to generate 29 candidate items, which were assessed by an international multi-stakeholder group in a two-stage Delphi survey (103 stakeholders), agreed upon in a two-day consensus meeting (31 stakeholders) and refined through a checklist pilot (34 participants).
The CONSORT-AI extension includes 14 new items that were considered sufficiently important for AI interventions that they should be routinely reported in addition to the core CONSORT 2010 items”. [10]

[image: ]
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[bookmark: _Toc52458371]Figure 4: The CONSORT-AI Checklist

Relations: CONSORT-AI / SPIRIT AI Working group

Considerations WG-CE: The SPIRIT and CONSORT-AI extensions include valuable requirements for the evaluation of AI for health the WG-CE will follow and consider as much as possible. The guidelines address essential considerations for AI interventions and their application. 

6.2.5 [bookmark: _Toc51688462][bookmark: _Toc51689677][bookmark: _Toc51752671][bookmark: _Toc51856532][bookmark: _Toc52037498][bookmark: _Toc52175925][bookmark: _Toc52177107][bookmark: _Toc52293028][bookmark: _Toc51688463][bookmark: _Toc51689678][bookmark: _Toc51752672][bookmark: _Toc51856533][bookmark: _Toc52037499][bookmark: _Toc52175926][bookmark: _Toc52177108][bookmark: _Toc52293029][bookmark: _Toc51688464][bookmark: _Toc51689679][bookmark: _Toc51752673][bookmark: _Toc51856534][bookmark: _Toc52037500][bookmark: _Toc52175927][bookmark: _Toc52177109][bookmark: _Toc52293030][bookmark: _Toc51688465][bookmark: _Toc51689680][bookmark: _Toc51752674][bookmark: _Toc51856535][bookmark: _Toc52037501][bookmark: _Toc52175928][bookmark: _Toc52177110][bookmark: _Toc52293031][bookmark: _Toc51688466][bookmark: _Toc51689681][bookmark: _Toc51752675][bookmark: _Toc51856536][bookmark: _Toc52037502][bookmark: _Toc52175929][bookmark: _Toc52177111][bookmark: _Toc52293032][bookmark: _Toc51688467][bookmark: _Toc51689682][bookmark: _Toc51752676][bookmark: _Toc51856537][bookmark: _Toc52037503][bookmark: _Toc52175930][bookmark: _Toc52177112][bookmark: _Toc52293033][bookmark: _Toc51688468][bookmark: _Toc51689683][bookmark: _Toc51752677][bookmark: _Toc51856538][bookmark: _Toc52037504][bookmark: _Toc52175931][bookmark: _Toc52177113][bookmark: _Toc52293034][bookmark: _Toc51688469][bookmark: _Toc51689684][bookmark: _Toc51752678][bookmark: _Toc51856539][bookmark: _Toc52037505][bookmark: _Toc52175932][bookmark: _Toc52177114][bookmark: _Toc52293035][bookmark: _Toc51688470][bookmark: _Toc51689685][bookmark: _Toc51752679][bookmark: _Toc51856540][bookmark: _Toc52037506][bookmark: _Toc52175933][bookmark: _Toc52177115][bookmark: _Toc52293036][bookmark: _Toc51688471][bookmark: _Toc51689686][bookmark: _Toc51752680][bookmark: _Toc51856541][bookmark: _Toc52037507][bookmark: _Toc52175934][bookmark: _Toc52177116][bookmark: _Toc52293037][bookmark: _Toc51688472][bookmark: _Toc51689687][bookmark: _Toc51752681][bookmark: _Toc51856542][bookmark: _Toc52037508][bookmark: _Toc52175935][bookmark: _Toc52177117][bookmark: _Toc52293038][bookmark: _Toc51688473][bookmark: _Toc51689688][bookmark: _Toc51752682][bookmark: _Toc51856543][bookmark: _Toc52037509][bookmark: _Toc52175936][bookmark: _Toc52177118][bookmark: _Toc52293039][bookmark: _Toc51688474][bookmark: _Toc51689689][bookmark: _Toc51752683][bookmark: _Toc51856544][bookmark: _Toc52037510][bookmark: _Toc52175937][bookmark: _Toc52177119][bookmark: _Toc52293040][bookmark: _Toc51688475][bookmark: _Toc51689690][bookmark: _Toc51752684][bookmark: _Toc51856545][bookmark: _Toc52037511][bookmark: _Toc52175938][bookmark: _Toc52177120][bookmark: _Toc52293041][bookmark: _Toc51688476][bookmark: _Toc51689691][bookmark: _Toc51752685][bookmark: _Toc51856546][bookmark: _Toc52037512][bookmark: _Toc52175939][bookmark: _Toc52177121][bookmark: _Toc52293042][bookmark: _Toc51688477][bookmark: _Toc51689692][bookmark: _Toc51752686][bookmark: _Toc51856547][bookmark: _Toc52037513][bookmark: _Toc52175940][bookmark: _Toc52177122][bookmark: _Toc52293043][bookmark: _Toc52293044][bookmark: _Toc52458399]TRIPOD (Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis)
Website: https://www.equator-network.org/reporting-guidelines/tripod-statement/ 

Publications:  
Collins GS, Reitsma JB, Altman DG, Moons KG. Transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD): The TRIPOD statement. BMJ 2015; 350: g7594. PMID: https://www.bmj.com/content/350/bmj.g7594.long

Objective: “TRIPOD developed a set of recommendations for the reporting of studies developing, validating, or updating a prediction model, whether for diagnostic or prognostic purposes. The absolute aim of this checklist is to improve the quality of reporting of published prediction model studies. The TRIPOD statement is a checklist of 22 items that we consider essential for good reporting of studies developing or validating multivariable prediction models. The recommendations within TRIPOD are guidelines only for reporting research and do NOT prescribe HOW to develop or validate a prediction model. Furthermore, the checklist is NOT a quality assessment tool to gauge the quality of a multivariable prediction model. The checklist template can be downloaded from http://www.tripod-statement.org/.” [13]

6.2.5.1 TRIPOD – ML 
Publication:
Collins, G. S., & Moons, K. G. (2019). Reporting of artificial intelligence prediction models. The Lancet, 393(10181), 1577-1579. https://doi.org/10.1016/S0140-6736(19)30037-6
https://dl.uswr.ac.ir/bitstream/Hannan/80084/1/2019%20Lancet%20Volume%20393%20Issue%2010181%20April%20%2818%29.pdf

Current situation: “Methodological concerns include an often incorrect focus on classification overprediction, overfitting (whereby too many predictors or features are included for the sample size), lack of robust assessment of predictive accuracy when used with other data than those from which they were developed (validation), weak and unbiased comparison with simpler modelling approaches, and lack of transparency of the artificial intelligence and machine learning algorithm, which limits independent evaluation. There is a strong need that machine learning techniques adhere to established methodological standards already defined in prediction model research. Fair and neutral evaluations and comparisons against these existing prediction model approaches must be done. Although many aspects of the TRIPOD statement are applicable to prediction model studies using artificial intelligence and machine learning methods, its uptake by the artificial intelligence and machine learning communities has not been high. Possible reasons for this include subtle differences in terminology, or a perceived lack of relevance because TRIPOD focuses on regression based prediction model approaches. Also, TRIPOD’s explanation and elaboration document, which provides examples of good reporting to help authors, focuses on models developed using regression.”
[14]

Objective: “We therefore announce a new initiative to develop a version of the TRIPOD statement specific to machine learning (TRIPOD-ML). The aim of TRIPOD-ML will be to focus on the introduction of machine learning prediction algorithms, building on a long and established methodology of prediction research, while harmonizing terminology.” [14]

Considerations WG-CE: TRIPOD-ML addresses requirements of reporting  about  WG-Clinical and reference.  
[…]

6.2.6 [bookmark: _Toc52293045][bookmark: _Toc52458400]NICE (National Institute for Health and Care Excellence) – Evidence standards framework for digital health technologies (2019)
Publication:
https://www.nice.org.uk/Media/Default/About/what-we-do/our-programmes/evidence-standards-framework/digital-evidence-standards-framework.pdf

Objective: “The framework describes standards for the evidence that should be available, or developed, for digital health technologies (DHT) to demonstrate their value in the UK health and care system. This includes evidence of effectiveness relevant to the intended use(s) of the technology and evidence of economic impact relative to the financial risk. […] The evidence standards framework is intended to be used by technology developers to inform their evidence development plans, and by decision makers who are considering whether to commission a DHT. […]”. 

Scope: “The evidence standards framework is not suitable for all DHTs. Because the framework has been designed for DHTs that are commissioned in the UK health and care system, it is less relevant to DHTs that are downloaded or purchased directly by users (such as through app stores). The framework may be used with DHTs that incorporate artificial intelligence using fixed algorithms. However, it is not designed for use with DHTs that incorporate artificial intelligence using adaptive algorithms (that is, algorithms which continually and automatically change). Separate standards (including principle 7 of the code of conduct for data-driven health and care technology) will apply to these DHTs.” 
The document is split into two sections. Section A: Evidence for effectiveness standards: “Functional classification (of DHTs) is intended to be a pragmatic approach to differentiating the main functions of the types of DHTs that are expected to be most widely developed and used in the UK health and care system”. […] Classifying DHTs by function (see figure 4) allows them to be stratified into evidence tiers based on the potential risk to users. The evidence level needed for each tier is proportionate to the potential risk to users presented by the DHTs in that tier”. 
[image: ]

[bookmark: _Toc52458372]Figure 5: DHTs classified by function and stratified into evidence tiers

Section B: Evidence for economic impact standards 
“[…] The economic impact standards aim to promote a consistent and streamlined pathway for economic assessment of DHTs. They are designed to help developers and others understand what information is needed for an effective economic analysis, with the ultimate aim of increasing the capacity for economic analysis across the wider innovation landscape. […]
The evidence for economic impact standards is separated into 3 components:
· Key economic information
· Appropriate economic analysis
· Economic analysis reporting standards

[image: ]
[bookmark: _Toc52458373]Figure 6: Relation of economic impact standard components
[23]

Considerations WG-CE: The NICE evidence standards framework is not suitable for all DHTs, especially not for artificial intelligence using adaptive algorithms. 
As the WG-Clinical also considers adaptive/learning AI tools, the ‘NICE- Evidence standards framework for digital health technologies’ might have its limitations.
[TBC]


6.2.7 [bookmark: _Toc52293046][bookmark: _Toc52458401]IMDRF - Software as a Medical Device Working Group (2017)
Publication: 
http://www.imdrf.org/docs/imdrf/final/technical/imdrf-tech-170921-samd-n41-clinical-evaluation_1.pdf

Objective: “The International Medical Device Regulators Forum (IMDRF) seeks to establish a common and converged understanding of clinical evaluation and principles for demonstrating the safety, effectiveness and performance of SaMD. This document is […] an approach to making Software as a Medical Device (SaMD) clinically meaningful to users. This document focuses on the activities needed to clinically evaluate SaMD […]. This document describes a converged approach for planning the process for clinical evaluation of a SaMD (software with a medical purpose as defined in SaMD N10[1]2) as illustrated in [Figure 6] to establish that: 
· There is a valid clinical association between the output of a SaMD and the targeted clinical condition (to include pathological process or state); and
· That the SaMD provides the expected technical and clinical data”

[image: ]
[bookmark: _Toc52458374]Figure 7: Clinical evaluation process

Scope: “This document focuses on the activities needed to clinically evaluate SaMD”

Clinical evaluation process: “Clinical evaluation should be an iterative and continuous process as part of the quality management system for medical devices […]. A SaMD manufacturer is expected to implement on-going lifecycle processes to thoroughly evaluate the product’s performance in its intended market. […] (pre-market): the manufacturer generates evidence of the product’s accuracy, specificity, sensitivity, reliability, limitations, and scope of use in the intended use environment with the intended user, and generates a SaMD definition statement. Once the product is on the market (post-market), as part of normal lifecycle management processes, the manufacturer continues to collect real world performance data (e.g., complaints, safety data), to further understand the customer’s needs to ensure the product is meeting those needs, and to monitor the product’s continued safety, effectiveness and performance in real- world use. This real world performance data allows the manufacturer to identify and correct any problems, support future expansions in functionality, meet anticipated user demands, or improve the effectiveness of the device.”

Pathway for continuous learning leveraging real world performance: 
“[…] A SaMD manufacturer may have a hypothesis about future functionality and intended use of a SaMD that may be informed by continuously collecting and analyzing data on use of the SaMD in a post-market setting. 
Monitoring real world performance data can help the SaMD functionality and intended use evolve after initial introduction into the market. Such data may include post-market information such as safety data, results from performance studies, on-going clinical evidence generation for medical devices, new research publications / results that support or strengthen the clinical association of the SaMD output to a clinical condition, or direct end-user feedback, that can help the SaMD manufacturer understand the real world performance of the SaMD. 
This may lead to a change to the SaMD definition statement if supported by the clinical evidence generated through clinical evaluation leveraging real world performance data from the continuous monitoring as illustrated in [Figure 7].”

[image: ]
[bookmark: _Toc52458375]Figure 8: Pathway for continuous learning - use of Real World SaMD Performance data in ongoing SaMD clinical Evaluation
[16]

Considerations WG-Clinical: The considerations of the IMDRF Clinical Evaluation Working group addressed in this document are a valuable reference for the WG-Clinical.  […]

6.2.8 [bookmark: _Toc52293047][bookmark: _Toc52458402]WHO-study Group 5 – Clinical evaluation 2007
Publication:
http://academy.gmp-compliance.org/guidemgr/files/GHTF-SG5-N2R8-2007-CLINICAL-EVALUATION-070501.PDF 

Objective: “The document herein was produced by the Global Task Force, which is comprised of representatives from medical device regulatory agencies and the regulatory industry. The document is intended to provide non-binding guidance for use in the regulation of medical devices, and has been subject to consultation throughout its development.”

Scope: “The primary purpose of this document is to provide manufacturers with guidance on how to conduct and document the clinical evaluation of a medical device as part of the conformity assessment procedure prior to placing a medical device on the market as well as to support its ongoing marketing. It is also intended to provide guidance to regulators and other stakeholders when assessing clinical evidence provided by manufacturers. This document provides the following guidance: 
· general principles of clinical evaluation; 
· how to identify relevant clinical data to be used in a clinical evaluation; 
· how to appraise and integrate clinical data into a summary; and 
· how to document a clinical evaluation in a clinical evaluation report.” [17]

Considerations WG-CE: [TBD]

6.2.8.1 Mathews, S. C et al. (2019) ‘Digital Health: A path to validation’
Publication:
Mathews, S. C., McShea, M. J., Hanley, C. L., Ravitz, A., Labrique, A. B., & Cohen, A. B. (2019). Digital health: a path to validation. NPJ Digital Medicine, 2(1), 1-9. https://doi.org/10.1038/s41746-019-0111-3

Objective: […] “Healthcare needs a robust and transparent validation process for digital health products. All healthcare stakeholders would benefit from a more standardized, objective, rigorous, and transparent process for validation. Specifically, the validation domains would be technical validation (e.g., how accurately does the solution measure what it claims?), clinical validation (e.g., does the solution have any support for improving condition-specific outcomes?), and system validation (e.g., does the solution integrate into patients’ lives, provider workflows, and healthcare systems). A proposed pathway is outlined. A forthcoming pilot study (and publication of a detailed corresponding framework) will contain finer details of the proposed pathway.”

Current situation/Need: “Current indications point to a future where only a fraction of digital health technologies is subject to regulatory review prior to market entry. Many other sophisticated, unproven solutions will continue to proliferate, frustrating end-users looking for a way to improve their well-being or disease self-management. Thus, the onus is shifted to the clinician and patient to identify effective and useful digital health technologies, bearing the risk of ineffective, or even potentially harmful, solutions. The need for new accessible tools to assist in informed decision-making is clear for all domains of the digital health spectrum […]. 
Presently, much of the digital health industry lacks this rigor, including several steps along the traditional product development cycle (figure 8 dashed boxes). The current digital health product lifecycle often focuses on high-level requirements, if at all, which limits what can be verified or validated. These fundamental elements of the product development process remain essential even in today’s world of agile development, and continuous cloud-based product deployments. We believe a Digital Health Scorecard will promote requirements-driven development to the benefit of all stakeholders.

[image: ]
[bookmark: _Toc52458376]Figure 9: Traditional Product Lifecycle with Proposed Digital Health Card added

“The development of requirements will vary across types of digital health solutions based on functionality (diagnostics, monitoring, care coordination, etc.), which can also be modeled from other industry approaches. It is critical to incorporate the preferences of the clinicians and patients impacted by the digital health solution into the requirement development process. Once requirements are established, the proposed framework that could form the basis for evaluation includes the following domains: technical, clinical, usability, and cost [Fig. 9]”.
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[bookmark: _Toc52458377]Figure 10: Components of Digital Health Scorecard with the four domains of a digital health scorecard and their relationship to an assessment of stakeholder requirements

Considerations WG-CE: The considerations raised by the authors match the ideas and addresses issues also raised by the WG-Clinical. 

6.2.9 [bookmark: _Toc52293048][bookmark: _Toc52458403]Sendak, M.P., et al (2020) ‘Presenting machine learning model information to clinical end users with model facts lables’ 
Publication:
Sendak, M.P., Gao, M., Brajer, N. et al. Presenting machine learning model information to clinical end users with model facts labels. npj Digit. Med. 3, 41 (2020). https://doi.org/10.1038/s41746-020-0253-3

Objective: “[…] This perspective presents the “Model Facts” label, a systematic effort to ensure that front-line clinicians actually know how, when, how not, and when not to incorporate model output into clinical decisions. The “Model Facts” label was designed for clinicians who make decisions supported by a machine learning model and its purpose is to collate relevant, actionable information in 1-page. Practitioners and regulators must work together to standardize presentation of machine learning model information to clinical end users in order to prevent harm to patients. Efforts to integrate a model into clinical practice should be accompanied by an effort to clearly communicate information about a machine learning model with a “Model Facts” label. […] The major sections of the “Model Facts” label include the model name, locale, and version, summary of the model, mechanism of risk score calculation, validation and performance, uses and directions, warnings, and other information”. 

Scope: The “Model Facts” label specifically serves the audience of clinical end users at the implementation stage and is distributed via channels that are closely integrated with the clinical decision support.

[image: ]
[bookmark: _Toc52458378]Figure 11: “Model Facts” label including relevant information about a sepsis prediction model to clinical end users

[…] “The structure of [the] “Model Facts” label presented in [Fig. 10] requires rigorous testing and evaluation. It is not meant to be immediately adopted, but to spark dialogue and to be iterated upon and critiqued by a broad group of stakeholders. Risk communication research advises against only using words in communication material and we hope that other teams implementing machine learning tools create their own versions of “Model Facts” labels”. [19]

Considerations WG-CE: Considerations of the WG-Clinical include clinical meaningful endpoints. The ‘Model facts label’ can be a valuable source for further requirements within the WG-CE and can be used as an example for the topic groups. 

6.2.10 [bookmark: _Toc52293049][bookmark: _Toc52458404]STARD (Standards for the Reporting of Diagnostic Accuracy Studies)

Website: https://www.equator-network.org/reporting-guidelines/stard/

Objective: “To improve the quality of reporting of diagnostic accuracy studies, the Standards for the Reporting of Diagnostic Accuracy Studies (STARD) statement was developed. […] – an updated list of 30 essential items that should be included in every report of a diagnostic accuracy study. This update incorporates recent evidence about sources of bias and variability in diagnostic accuracy and is intended to facilitate the use of STARD. As such, STARD 2015 may help to improve completeness and transparency in reporting of diagnostic accuracy studies. 
[20]

Considerations for WG-CE: [TBD]
6.2.11 [bookmark: _Toc52293050][bookmark: _Toc52458405]Minimum information about clinical artificial intelligence modelling: the MI-CLAIM checklist
Publication: Norgeot, B., Quer, G., Beaulieu-Jones, B.K. et al. Minimum information about clinical artificial intelligence modeling: the MI-CLAIM checklist. Nat Med 26, 1320–1324 (2020). https://doi.org/10.1038/s41591-020-1041-y 

Objective: “[…] Here [the authors] propose the first steps toward a minimum set of documentation to bring similar levels of transparency and utility to the application of AI in medicine: minimum information about clinical artificial intelligence modeling (MI-CLAIM). With this work, [the authors] are targeting medical-algorithm designers, repository managers, manuscript writers and readers, journal editors, and model users.”
“[…] Validation of the exact results is generally of less interest than whether or not the results are validated in a new cohort of patients. Therefore, MI-CLAIM has two purposes: first, to enable a direct assessment of clinical impact, including fairness and bias; and second, to allow rapid replication of the technical design process of any legitimate clinical AI study.” [21]

Considerations of WG-CE: [TBD]
7 [bookmark: _Toc52293052][bookmark: _Toc52458406]Current best practice
· Phases of evaluation
· Efficacy and comparative efficacy
· Safety
· Generalisability/Bias and Inclusiveness
· Evaluating adaptive/learning models
· Reporting of evaluation (following Equator)
· Clinically meaningful endpoints
· Post deployment surveillance
· Specific considerations for low- and middle-income settings

8 [bookmark: _Toc42014187][bookmark: _Toc286237445][bookmark: _Toc286246107][bookmark: _Toc52458407]Clinical evaluation across the FG-AI4H use cases 
[bookmark: _Toc42681440]The purpose of this document is to capture the relevance of clinical validation and evaluation across all use cases (topic groups) of the FG-AI4H. All topic groups, dedicated to a special health topic in the context of AI are performing the benchmarking process for a special AI task. They need to be concerned with assessing performance (accuracy), but also with utility and the impact of this process on a real-world clinical environment. Whilst clinical evaluation studies also do this, outputs of this work are slow. The FG-AI4H aims to enable the safe scaling up of rapidly evolving AI solutions in a trusted but reasonably quick way. The challenge is to broadly capture the unique considerations of each topic group and their modalities when it comes to performance and impact/utility (e.g. TG ‘Symptoms’ matching, triage advice, and image classification or diagnostic tests, sensitivity/specificity; impact on clinical workflow, etc.).
This document outlines the broad sections that need to be covered, and over time will bring in the relevant experts to provide the nuance and insights that can communicate this within the topic group, but also very clearly to external stakeholders. 
Use cases/topic groups and their unique considerations that need to be covered regarding 
a) Performance 
b) Utility / Impact (in ‘real-world’ clinical environment) 

 […]



	Topic Group
	Input data 
	More info in

	Cardiovascular disease management 
	
	Annex A

	Dermatology
	
	Annex B

	Diagnosis of bacterial infection and anti-microbial resistance
	
	Annex C

	Falls among the elderly 
	
	Annex D

	Histopathology
	
	Annex E

	Malaria detection 
	
	Annex F

	Maternal and child health 
	
	Annex G

	Neurological disorders
	
	Annex H 

	Ophthalmology
	
	Annex I

	Outbreak detection 
	
	Annex J

	Psychiatry 
	
	Annex K

	AI for radiology 
	
	Annex L

	Snakebite and snake-identification
	
	Annex M 

	Symptom assessment 
	
	Annex N

	Tuberculosis
	
	Annex O

	Volumetric chest CT
	
	Annex P

	Dental diagnostics and digital dentistry
	
	Annex Q

	Falsified medicine 
	
	Annex R

	Primary and secondary diabetes prediction
	
	Annex S

	AI for endoscopy
	
	Annex T



[bookmark: _Toc52458380]Table 2: Overview of FGAI4H use cases (topic groups)
[bookmark: _Toc52458408]Annex A
Cardiovascular disease management (TG-Cardio)
Cardiovascular disease management (TG-Cardio) including sub-topic risk-prediction […]
[bookmark: _Toc52458409]Annex B
Dermatology (TG-Dermatology)
[…]
[bookmark: _Toc52458410] Annex C
Diagnosis of bacterial infection and anti-microbial resistance (TG-Bacteria)
[…]
[bookmark: _Toc52458411]Annex D
Falls among the elderly (TG-Falls)
 […]
[bookmark: _Toc52458412]Annex E
Histopathology (TG-Histo)
[…]
[bookmark: _Toc52458413]Annex F
Malaria detection (TG-Malaria) 
[…]
[bookmark: _Toc52458414]Annex G 
Maternal and child Health (TG-MCH)
[…]
[bookmark: _Toc52458415]Annex H
Neurological disorders (TG-Neuro)
[…]
[bookmark: _Toc52458416]Annex I 
Ophthalmology (TG-Ophthalmo)
[…]
[bookmark: _Toc52458417]Annex J
Outbreak detection (TG-Outbreaks) 
[…]
[bookmark: _Toc52458418]Annex K
Psychiatry (TG-Psy)
[…]
[bookmark: _Toc52458419]Annex L
AI for radiology (TG-Radiology)
[…]
[bookmark: _Toc52458420]Annex M
Snakebite and Snake-detection (TG-snake) 
[…]
[bookmark: _Toc52458421]Annex N 
Symptom assessment (TG-Symptom)
[…]
[bookmark: _Toc52458422]Annex O
Tuberculosis (TG-TB)
[…]
[bookmark: _Toc52458423]Annex P
Volumetric chest CT (TG-Diagnostic CT)
[…]
[bookmark: _Toc52458424]Annex Q
Dental diagnostics and digital dentistry (TG-Dental) 
[…]
[bookmark: _Toc52458425]Annex R
Falsified medicine (TG-FakeMed)
[…]
[bookmark: _Toc52458426]Annex S
Primary and secondary diabetes prediction (TG-Diabetes)
[…]
[bookmark: _Toc52458427]Annex T
AI for endoscopy (TG-Endoscopy)
[…]
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Model Facts Model name: Deep Sepsis Locale: Duke University Hospital

Approval Date: 09/22/2019 Last Update: 01/13/2020 Version: 1.0

Summary

This model uses EHR input data collected from a patient’s current inpatient encounter to estimate the probability that the patient
will meet sepsis criteria within the next 4 hours. It was developed in 2016-2019 by the Duke Institute for Health Innovation. The
model was licensed to Cohere Med in July 2019.

Mechanism
* Outcome rveee.5€PSIS Within the next 4 hours, see outcome definition in “Other Information”
= Output .. 0% - 100% probability of sepsis occurring in the next 4 hours
* Target population _all adult patients >18 y.o. presenting to DUH ED
= Time of predicti -every hour of a patient’s encounter

. electronic health record (EHR)
demographics, analytes, vitals, medication administrations
UH, diagnostic cohort, 10/2014 - 12/2015
Recurrent Neural Network

* Input data source.
= Input data type .
* Training data location and time-period
* Model type...

Validation and performance

Prevalence | AUC | PPV @ Sensitivity | Sensitivity @ | Cohort | Cohort URL/ DOI
of 60% PPV of 20% Type
Local Retrospective | 18.9% 088 [ 014 050 Diagnostic | arxiv.org/abs/1708.05894
Local Temporal 6.4% 094|020 0.66 Diagnostic | jmir.org/preprint/15182
Local Prospective | TBD T8D | 18D T8D 8D 8D
External T8D TBD | TBD T8D 8D T8D
Target Population | 6.4% 094|020 0.66 Diagnostic | jmir.org/preprint/15182

Uses and directions

= Benefits: Early identification and prompt treatment of sepsis can improve patient morbidity and mortality.

* Target population and use case: Every hour, data is pulled from the EHR to calculate risk of sepsis for every patient at the
DUH ED. A rapid response team nurse reviews every high-risk patient with a physician in the ED to confirm whether or not to
initiate treatment for sepsis.

* General use: This model is intended to be used to by clinicians to identify patients for further assessment for sepsis. The
model is not a diagnostic for sepsis and is not meant to guide or drive clinical care. This model is intended to complement
other pieces of patient information related to sepsis as well as a physical evaluation to determine the need for sepsis
treatment.

* Appropriate decision support: The model identifies patient X as at a high risk of sepsis. A rapid response team nurse discusses
the patient with the ED physician caring for the patient and they agree the patient does not require treatment for sepsis.

= Before using this model: Test the model retrospectively and prospectively on a diagnostic cohort that reflects the target
population that the model will be used upon to confirm validity of the model within a local setting.

= Safety and efficacy evaluation: Analysis of data from clinical trial (NCT03655626) is underway. Preliminary data shows rapid
response team, nurse-driven workflow was effective at improving sepsis treatment bundle compliance.

Warnings

= Risks: Even if used appropriately, clinicians using this model can misdiagnose sepsis. Delays in a sepsis diagnosis can lead to
morbidity and mortality. Patients who are incorrectly treated for sepsis can be exposed to risks associated with unnecessary
antibiotics and intravenous fluids.

= Inappropriate Settings: This model was not trained or evaluated on patients receiving care in the ICU. Do not use this model
in the ICU setting without further evaluation. This model was trained to identify the first episode of sepsis during an inpatient
encounter. Do not use this model after an initial sepsis episode without further evaluation.

* Clinical Rationale: The model is not interpretable and does not provide rationale for high risk scores. Clinical end users are
expected to place model output in context with other clinical information to make final determination of diagnosis.

* Inappropriate decision support: This model may not be accurate outside of the target population, primarily adults in the non-
ICU setting. This model is not a diagnostic and is not designed to guide clinical diagnosis and treatment for sepsis.

* Generalizability: This model was primarily evaluated within the local setting of Duke University Hospital. Do not use this
model in an external setting without further evaluation.

* Discontinue use if: Clinical staff raise concerns about utility of the model for the indicated use case or large, systematic
changes occur at the data level that necessitates re-training of the model.

Other information:
* Outcome Definition: https://doi.org/10.1101/648907
* Related model: http://doi.org/10.1001/jama.2016.0288
* Model development & validation: arxiv.org/abs/1708.05894
* Model implementation: jmir.org/preprint/15182
= Clinical trial: clinicaltrials.gov/ct2/show/NCT03655626
* Clinical impact evaluation: TBD
*® For inquiries and additional information: please email mark.sendak@duke.edu





