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1 Introduction

This document serves two purposes: On the one hand to review the vast amount of Machine Learning literature on this evaluation aspects and on the other hand to provide practical recommendations for practical applications in the Focus Group. In particular, we discuss three aspects:

1. Methods for selecting a representative subset from a larger dataset

2. Methods for detecting and correcting covariate shift

3. Evaluation metrics, score estimation and statistical tests

We will try to review the existing literature and provide a series of practical recommendations for each of the three aspects. In the following we focus mostly on classification tasks as these represent the predominant task among the identified use cases.

2 Methods for create a representative subset from a given dataset

This aspect was the focus of input document FG-AI4H-B-027. Here one has to distinguish two cases depending on whether a baseline (classification) model is available or not. In the latter case the subset has to be created using just the dataset itself. These methods could be applied both for extracting a reduced training set or a test set from a given dataset or simply to characterize a dataset via prototypical examples

2.1 No baseline model available

Here again one has to distinguish selection strategies depending on whether the just the input data (without label), just the label or both should be used. Even though input data will always be available, it might be difficult to define a distance measure on it (e.g. in the self-assessment use case), which is a prerequisite for many selection algorithms.

2.1.1 Input data only

At this point it is worth noting that all selection algorithms could operate on the raw input or on intermediate features obtained from some pretrained model that is not domain specific (e.g. intermediate features of a convolutional network pretrained on Imagenet). If it is possible to define a distance measure on the input data, a classic technique is for example the use of k-medoid clustering [Kaufman1987], for which several iterative algorithms exist. K-medoid clustering can be seen as analogue of k-means clustering with the additional constraint that the presented prototypes have to be contained in the dataset.

Another class of algorithms that address this problem address the problem in a set-cover setting: In this case the algorithm aims to find a subset of the original dataset such that a utility function reaches a desirable fraction of the value attained on the whole dataset. The definition of the utility function depends on the application domain; there exist for example distinguished solutions for image summarization [Simon2007] and document summarization [Lin2011]. Recently, it has been demonstrated, how set cover algorithms can be implemented in a highly efficient and distributed manner [Badanidiyuru2014, Mirzasoleiman2015].

2.1.2. Class label only

In the case where only the label information can be used for selecting the subset, the most appropriate solution is to use stratified sampling, i.e. to sample in such a way that the relative frequencies of the respective classes in the subsampled dataset approximately reflect those in the original dataset. Stratified sampling has been shown for example to reduce the variance of crossvalidation predictions [Kohave1995]. While stratified sampling is straightforward to implement for single-label classification, it has received much less attention for multi-label classification, but even here practical solutions exist [Sechidis2011, Szymański2017]. Finally, in many applications the number of different class labels is large, which renders traditional stratified sampling impractical. However, often class labels can be organized hierarchically, which enables the use of stratified multistage sampling methods such as [Jain2006].

2.1.3 Both input data and class label

In case both input data and label can be used for subset creation, cover-digraph or prototype selection for interpretable classification algorithms are applicable. The former includes approaches such as [Priebe2003] and can be seen as extension of set-cover as discussed in 2.2.1 to the classification setting. Prototype selection methods such as [Bien2011] aim to select prototypes that maximize the coverage within the class, but minimize the coverage across classes. There are also extensions of the latter approach that use not only prototypical samples but also outliers to characterize different classes in the dataset, see [Kim2016], which can even be applied in the absence of class labels.

2.2 Baseline model available

In case a baseline model is available, the most straightforward approach is to use intermediate features of this pretrained model for further processing according to 2.1.1 or 2.1.3. Other possibilities that have also been discussed in input document FG-AI4H-B-027, include the use of Fisher Kernels [Khanna2018], which aim to approximate the empirical test data distribution using samples from the training set, or using influence functions [Koh2017]. Both latter solutions suffer from a high computational complexity.

2.3 Recommendations

The most important recommendation for practical applications is that there is no strategy that applies to all cases, i.e. the optimal strategy is task-specific. Using a baseline classification model in the subset creation process is not necessarily the best strategy unless it is easy to build or standard in the respective field as it requires domain expertise to build it and a poor baseline classification model might hamper the subset creation process rather than help it. The central choice is whether to use input data/label or both for subset selection, where in all cases practical algorithms for subset sampling exist. However, the implications of the different approaches for subset creation for downstream tasks such as covariate shift detection have to our knowledge not been investigated systematically.

3. Detecting and correcting for covariate shift

Covariate shift designates the situation where the distribution of the inputs used as predictors (covariates) changes between training and test stages [Sugiyama2012, Moreno-Torres2012]. It has to be distinguished from dataset shift, where the joint distribution of inputs and the output also changes, see [Quionero-Candela2009, Moreno-Torres2012].

3.1 Detecting covariate shift

There is a simple algorithm for detecting covariate shift that has become common folklore. It involves training a classifier to predict if a given data point originated from training set or test set (discarding the original labels) and to use the correlation coefficient evaluated on a hold-out set to judge the performance of the classifier and hence on the separability of training and test set. A well-performing classifier suggests the need for methods to alleviate covariate shift as discussed below.

3.2 Correcting for covariate shift

The main approach for alleviating the effects of covariate shift is to use importance-weighting. The idea is to weigh the training distribution to make it more similar to the test distribution. The weight factors can be determined using the Kullback-Leibler Importance Estimation Procedure (KLIEP) method [Sugiyama2008], which is a stable algorithm that directly estimates the ratio between training and test distributions and avoids density estimation. The importance-weighting algorithm is described in [Sugiyama2005] and was even shown to work for relatively small sample sizes. There also exist extensions to correcting for covariance shift in crossvalidation estimates, see [Sugiyama2007].

3.3 Recommendations

Releasing unlabelled test set samples would allow people to use covariate shift adaption techniques to adapt for covariate shift between their own private training set and the undisclosed test set using established techniques. This would help to reduce potential bias in the evaluation procedure.

4. Performance metrics, score estimation and comparison between algorithms

An extensive review on this topic is beyond the scope of this document, instead we refer to excellent reviews in the literature [Santafe2015, Japkowic2011]. Both texts discuss the overall evaluation process with focus on practical recommendations, in particular focussing on the following three aspects:

* the choice of the performance metric
* the way the score is estimated on a given dataset
* ways of comparing the performance of two classification algorithms

4.1 Performance metrics

Performance metrics can be roughly divided into three classes, see [Santafe2015] for details:

* non-balanced scores (such as accuracy), which do not aim to account for a trade-off between positive and negative class scores
* balanced scores (such as area under receiver-operator curves (AUC ROC) or Fβ scores), that do account for a trade-off between positive and negative class scores.
* calibration scores (such as log loss), which also take into account the prediction certainty of the model

One has to be aware of the particular strengths and weaknesses of the different classifiers, e.g. using accuracy as a performance metric might be an appropriate choice for datasets that are well-balanced with respect to the distribution of the class labels. AUC is another very popular metric, which is less sensitive to class imbalance. However, it treats the cost of misclassification differently for each classification algorithm, see [Santafe2015] for details. Therefore lesser known metrics that avoid these difficulties such as H-measures [Hand2014] should be taken into consideration.

4.2 Score estimation

The most predominantly used score estimation techniques are evaluation on a hold-out set or various variants of crossvalidation or bootstrap algorithms. The evaluation on a hold-out set is most relevant in this setting since the other approaches require retraining the algorithm on different subsets of the original dataset.

As emphasised in [Santafe2015] and even more in [Isaksson2008], which is a dedicated review focusing on the evaluation of ML algorithms on small datasets, reliable score estimation and hence performance evaluation is very difficult for small sample sizes. In the small sample regime, two fundamentally different sources of variance were identified, see [Brain1999, Isaksson2008, Santafe2015], where the first relates to the way the small dataset was obtained from the underlying probability distribution and the second relates to the way the existing samples are used to estimate the score. The unfortunate situation in the case of small sample sizes is the fact that typically both variances are large. [Isaksson2008] advocates the use of Bayesian confidence intervals, to provide bounds on the error in the score estimation. A different approach is taken by permutation tests [Good2000], which aim to quantify if the dataset is large enough to capture the complexity of the given classification problem. It is important to be aware of the particular intricacies of small sample sizes to avoid drawing wrong conclusions on the algorithms to be evaluated.

4.3 Comparing classification performance

The most predominantly used techniques for comparing algorithmic performance for a given performance metric and score estimation method is by using either statistical tests or by providing confidence intervals for predictions. Performance comparison using statistical tests such as McNemar’s test using only a single dataset is generally considered unsafe as the obtained score values are not independent. The problem with the extension to several evaluation datasets is the fact that the score measured on several datasets is hardly commensurable. A good default approach when dealing with performance comparison of two classification algorithms on several datasets is the Wilcoxon signed-rank test or non-parametric omnibus test such as the Friedmann test for the comparison of several classification algorithms. See [Santafe2015] for an extensive comparison.

4.4 Recommendations

Reiterating the recommendations from the previous sections, there is not a single best evaluation strategy for all cases. The choice of the evaluation metric is of crucial importance for a reliable evaluation. Its selection should depend on the characteristics of the underlying dataset such as label imbalance etc., miss-classification costs if available rather than defaulting to widely used metrics such as accuracy or AUC. Special care has to be devoted to the effects of small sample sizes on the score evaluation process. When comparing different algorithms based on statistical tests, particular care has to be taken with respect to the setting i.e. evaluation of two/multiple algorithms on a single/multiple datasets, the use of appropriate statistical tests for the chosen setting and a proper understand of which information the test can actually provide. Concerning all three aspects the reader is referred to excellent reviews on these topics [Santafe2015, Japkowic2011].
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