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	Abstract:
	Todays, the diagnosis of diseases with the help of artificial intelligence and machine learning methods is more used day to day. Today, diagnosis of diabetes is of great importance for timely prevention and treatment. In this paper, Diabetes Diagnosis Data is used as reference data to evaluate the proposed method. The method used with the help of a deep network built from the auto-encoder neural network is made in two ways. In the first method, deep network with the help of auto-encoder neural networks based on the back propagation algorithm and based on the desired data and the diagnosis of the disease was evaluated. In the second method, the deep network has been constructed and evaluated with the help of the final learning machine. The results of both methods are compared with two methods of support vector machine and perceptron neural network, which shows that the proposed method is superior to the two methods mentioned.                                                                                                                   












Introduction 1.
For many years, the diagnosis of diseases has always been recognized as a major factor for treatment through the provision of appropriate therapies. Diagnosis of the disease is still based on various physical and chemical tests. Based on the results of tests and examinations, a specific illness is anticipated. Prediction may have errors (due to the high uncertainty of the various parameters used for testing). A disease, if not properly predicted, may have no chance of cure. The World Health Organization (WHO) estimates that diabetes is the most commonly reported endocrine disorder in the world, accounting for 4 million deaths annually in the world. According to the reports of World Health Organization (WHO) and the World Federation of Diabetes, while the number of diabetic patients in the year 2000 was less than 200 million, this figure has reached more than 382 million in 2015, and will be estimated that there are more than 300 million of diabetic patients in the world by the year 2025 and this figure will reach 592 million by the year 2035. One of the common diseases in our country is diabetes.  One out of every 20 Iranians have diabetes and half do not know that they have diabetes. Every 10 seconds, one in the world loses its life because of lack of knowledge about diabetes and its control. Every 30 seconds, one in the world loses his/her foot due to lack of knowledge about diabetes and its control. As noted, diabetes is the most commonly reported endocrine disorder and is the fourth leading cause of death in developed countries, and in our country death rates due to diabetes are also high. So, obviously, prevention is vital and will have many social and economic effects. Diabetes can cause effects such as blindness, mental disorders, amputation, chronic renal failure, and heart disease, and can lead to abnormalities in the socio-economic field, for example, each diabetic patient has a cost on average of 150,000 monthly and if diabetes will be with complications, this expense will increase 5 times. These statistic is enough to realize the need to use new technologies to predict or diagnose diabetes. The importance of predicting diabetes is that the patient can, after consciousness, change his/her lifestyle and thereby prevent the onset of the disease.                                                                                                                         
In recent years, artificial intelligence with its extraordinary advancement has been able to provide new horizons for predicting and detecting, as well as decision making and planning for a better and less costly human life. Artificial intelligence can be very useful in the field of diagnosis of diseases, with increasing accuracy in the process of diagnosis and decision-making, and can even surpass humanity. On the other hand, with the growth of deep learning techniques and deep learning hardware, and on the other hand, by increasing the volume of data generated in various applications, including medical diagnosis, has provided the conditions for computers to play a major role in identifying many of the important and the most sensible things. Due to the limited human attention and changing mental conditions as well as a wide range of human tasks and functions, the power of human diagnosis is limited in the diagnosis of complex and sensitive diseases. The results of deep learning in recent years in solving many of the difficult issues in artificial intelligence have created a new hope in the minds of researchers to create meaningful and thoughtful machines. This led to deep learning to solve the problem of diagnosis of diabetes, which may have been more accurate than previous methods. In this study, we used the deep neural network made from Auto-encoder to better diagnose of diabetes. In continue, we will explain the different parts of this study.           

2. Research background
Meng et al. [1] compared three predictive models for categorizing diabetic patients. The comparisons were based on common risk factors collected from diabetic and pre-diabetic patients with standard questionnaire. This work showed that the decision tree model of 5.0 C provided the best accuracy, followed by logistic regression and artificial neural networks. In the work of Aljumah et al. [2], the methods of diabetes prediction for young and old age groups are explained in which the mine data regression technique uses a support vector algorithm on diabetes data have determined a pattern which shows the prediction of each mode and treatment method. The oracle data integrator is used as a software tool for predictors of diabetes treatment and a support vector machine algorithm in an experimental analysis that according to the predictions, the younger age group should be in accordance with the priority of the diet along with weight control and elderly age group patients will be treated with appropriate diet plan for  treatment.                                                                                                                  
In [3], for the evaluation of diabetic patients, a data analysis framework uses a multi-level batch method to identify groups of patients with a similar examination history in a dataset with variable data distribution. Then the DBSCAN algorithm was used for cluster analysis. In order to show the relationship between specific examinations for any diabetes status in SVM, TF-DIT was presented. In [4], the anti-proliferation and multi-level dissemination network was used to classify diabetes. In order to categorize, three models of RBF-MLP-MLCPN were tested and compared by performance parameters for classification of PID diabetic patients. The MLCPN model provided better performance and better accuracy than the three analyzed models. In [5], diabetic patients were categorized by the K nearest neighbor. In order to increase the accuracy of the classification, in the pre-processing stage, a genetic algorithm and a characteristic selection technique are used to identify the relevant attributes for classification. [6] used objective data mining techniques to classify diabetic patients. Patients were classified by using data mining algorithms for PID data sets. This research was based on three h-Means, EM and Genetic Algorithms data mining techniques. The results showed that the techniques based on the genetic process of change and dual transfer, were better in terms of performance comparisons. In [7], different data mining algorithms are coordinated with each other to predict the categorization and visualization of the diabetic medical data set. A similar effort has been made to use categorization techniques for diabetic patients; which will examine various topics such as food analysis, patterns of walking and the relationship between diabetes and risk factors. An analysis of food classification for diabetic patients is presented in [8]. Using SOM self-organizing map and the K means-algorithm, this action provided a nutritional advice system that provided appropriate alternative foods. [9] proposed a group or cluster analysis of biochemical data for grouping patients with similar patterns of diabetic motility.                                                                                                                      
 In [10], the RBF neural network has been used to categorize and predict diabetes. They used the famous PEYMA data set and were able to predict glucose levels using the RBF classifier. The use of this data set was also used in [11] and by using the combination of two methods, the nearest neighbor (KNN) and K-means, could reach 97.4% accurately. Elias used a waterfall method to refine the data before data mining and showed that with further measurements of K can better refine the data. At Kuala Lumpur University, using a neuro-neural network with observer, 250 samples of patients aged 25 to 78 years old were used to train the network, and using the regression method and using the Matlab toolbox to predict diabetes [12].                                                                                                                            
 Huang et al. [18] used a qualitative selection of feature selection through the construction of a monitored model for the information of 2064 patients (1148 males and 915 females) to rank the effective features of diabetes control, and they recognized five of the most important factors which have been effective in controlling blood glucose. They include: age, duration of diagnosis, need for insulin therapy, randomized blood glucose, dietary regimen. Then, the three methods of classifying: the IBl classifier, Naive Bayes and CART C4.5 were used to predict how well they controlled their disease. At the University of Nelson Mandela, by using the well-known PEYMA data set and by using the two methods of Nave Bayes and the j48 decision tree, they predicted diabetes. They also chose a supervisor approach and showed that the Nave Bayes algorithm yields better results than the decision tree [13]. In [14], a neural network model was used in a study to predict mortality in Tehran. He compared the coefficient of artificial neural network modeling with linear and polynomial regression models, so that the coefficient of determination of these three models between the monthly average of 77 and 90 percent, and the coefficient of determination of the average monthly mortality rate from cardiovascular diseases with the minimum temperature is 95, 88 and 90 percent, respectively. Therefore, this study shows that the artificial neural network model is more suitable than linear regression and polynomial regression.                                                                                                     
In [15], the artificial neural network model was used to predict the survival of gastric cancer patients compared to Exponential, Weibull, Normal, Log Normal, Logistic and Log Logistic models. In this study, among the classic models the Weibull model was selected as the best model compared to artificial neural network. The performance under the performance curve for the three-layer artificial neural network and the Weibull regression were 81.5% and 74.8%, respectively, and the percentage accuracy was obtained. In [17], he analyzed data sets with 50784 records and 37 variables and applied various data mining algorithms to predict diabetes. He concluded that among the selected algorithms, the decision tree had the best accuracy on his dataset. The main goal of Mr. Repalli in this study was to predict the risk of developing diabetes in different age groups and to find out the factors influencing diabetes. As previously mentioned, the application of statistical methods is in various sciences. One of the main goals of classification and modeling in statistics science is the prediction based on evidence and variables and data available on a particular topic. This is done in statistical science by methods such as regression, discriminant analysis (isolation), time series, classification, tree regression, and other methods. Considering a default distribution, such as the normal distribution for response variables, the linearity of the proposed relationship, the equivalence of the variance of errors, etc., are among the limitations of some classical methods so that, when using these methods if the actual data don't have the assumed conditions of model, it may not be possible or accompanied by a significant error [21].                                                                                                                            
Among these methods, logistic regression does not require many assumptions and is a multivariate statistical method that can be used to assess the relationship between independent variables, though confounding, and a dependent variable (classical incidence) and disease prediction based on predictor variables in the model. In earlier studies, Wilson et al. In a study to predict the incidence of diabetes in people over the age of 50 years, the risk factors included high age, high waist circumference, familial diabetes history, impaired fasting blood glucose, high glucose and lower HDL are predictive variables [22]. The results of Burke et al. Showed that race, obesity, heart disease, high triglycerides, and impaired fasting and two-hour blood glucose are considered as risk factors for the development of diabetes [23]. In [24], a study was conducted in order to investigate the prevalence and causes of diabetes in the general population of Isfahan, the incidence of diabetes in women was two times higher than in men. The association between age, sex, body mass index (BMI) and familial history of diabetes was also significant. In the study of Chae et al. for predicting the factors influencing blood pressure by logistic regression model, predictive accuracy, sensitivity and specificity were 84.63, 36.62 and 33.63% respectively [25]. In a study by Su-juan on the use of logistic regression in credit risk analysis, the degree of logistic regression separation accuracy was totally 99.66% [26]. Auto-encoders are a kind of neural networks that intend to re-generate incoming inputs in their output so that they can compress information and learn the features and relationships existing in data. In this project, four auto-encoders were used to build a five-layer network. Two different methods have been used to construct a five-layer network and to train auto-encoders. The first method is based on the back propagation algorithm, and the auto-encoders are trained one after the other by this algorithm and get the right weights in which the weight that is used in this method is the middle layer of the auto-encoders neural network. With the help of the weights of the middle layers of the auto-encoders, a deep network is created that the final layer of the classification adds and trains. Finally, general training or fine-tuning is done once. In the next method, the auto-encoders are constructed using the ELM method. In this method weights are used in the output layer of neural network that models the features in the data. After the deep network is built on the basis of the weight of the output layer of the auto-encoders, the deep network will be built, but no final training or fine-tuning will occur. The accuracy of this method is low due to the lack of training process. To increase its accuracy, the hill climbing algorithm has been used to determine the number of suitable neurons in each auto-encoder.                                                                                          

2.1 Auto-encoder                                                               
Auto-encoders are a kind of artificial neural network that try to re-generate the input vector. In this regard, the network in its hidden layer or layers learns some of the characteristics of the input signals and uses them to retrieve or reproduce received signals. The following figure depicts an example of these types of networks with a layer rebuilding the input vector that represents the image of a cat.                                                                                                                                         

[image: ]
Fig. 1.  Display of the overall structure of the auto-encoder neural network in the reconstruction of the input image.


 3. Multi-batch categorization with ELM of an output 
Because ELM can estimate any attachment function, a way to classify multi-class is to use an output that approaches to target category in each region as much as possible [3]. In this case, the optimization problem is as follows.                             

	                             


By which it's the corresponding dual problem is as follows.
	                  

4. Multi-batch categorization with multi-output
In this case we have m category, m output. If the category be p, so we have:


In this case, the optimization problem can be modeled as follows.

           



By which it's the corresponding dual problem is as follows.

        (4)                                       

4.1 Determination of the number of suitable neurons for each auto-encoder in the ELT using hill climbing algorithm
Hill climbing is an optimization technique of local search algorithms family; a repetitive technique that starts with an arbitrary solution and then tries to get a better response by changing on an element of the solution. If this change leads to a better solution, another change will be made on this new solution. This procedure continues until further improvement is not possible. For example, hill climbing can be used to solve a vendor's problem. It's easy to find the primary solution that has met all the cities, but it is very weak in contrast to the optimal solution of the problem. The algorithm starts with a similar solution, and creates small improvements on it such as changing the meeting arrangement of the two cities. Finally, a much shorter route than the initial solution will be obtained. Hill climbing is a good place to find the optimum, but it does not guarantee that the best possible solution (global optimum) is found among all the possible solutions (search space). In convex problems, hill climbing is the best choice. Examples of algorithms that solve convex problems with hill climbing include a simplex algorithm for linear programming and binary search. If the search environment is not convex, this algorithm will often fail in finding the global maximum. In this research, a hill climbing algorithm has been used to determine the number of appropriate neurons in each layer to construct a deep network based on the ELM method. The appropriate number of neurons used for each auto-encoder produced by the ELM method will ultimately help us to better diagnose diabetes based on the data used.                                                                                                           

4.2 Introducing the data set related to diabetes diagnosis used to build and evaluate deep network                                                                                                         
The collection of diabetes diagnosis data set contains 768 records of data related to the detection of or absence of diabetes from 768 individuals and 8 measurements of some of the physical characteristics and clinical quantities measured from these individuals. These values are as follows:                                  
1- The number of pregnancies
2- The amount of glucose in the blood plasma
3- Blood pressure
4- Skin fold thickness
5- The amount of blood insulin
6- Weight
7- The inheritance index
8- Age
For each measurement or record, to be healthy or diabetic is also known that the tags of the deep network learning algorithm are determined using these values. Using part of these values, auto-encoders and, consequently, deep- network built of them, should learn patterns or relationships between the values of the 8 variables used with to be healthy or to be patient, and use the learned relationship to identify the evaluation data.                                                                                       

4.3 Building Deep network based on auto-encoders and back propagation algorithm                                                                                                                              
As previously mentioned, auto-encoders can be considered as a normal predictive neural network, and its training process is similar to the training of a two-layer or multi-layer perceptron network. In this case, the number of outgoing perceptron network with its inputs is one and the output of the network will be the same input. In this case, the back propagation algorithm will try to produce it in its output by looking at the particular input. This will help the middle layer of the deep network to learn the patterns existing between the values of the variables and somehow learn some properties among the values of the variables. After the training process, the output of the intermediate layer can be a feature vector that can code out the general and fundamental features of the variable values and their distribution, according to the correlation between them. If the number of intermediate-layer neurons is smaller than the number of input neurons or input signals, the middle layer compresses the information contained in the input data in some way. Conversely, if the number of intermediate-layer neurons is greater, it somehow transfers incoming vectors to the new space, in which data are likely to be more separable in that space. To solve this problem, a five-layer network is used, which is shown in detail in continue. To make this five-layers network, 4 auto-encoders have been used which trained separately. First auto-encoder's entrances are vectors related to diagnosis of diabetes, by which First auto-encoder is taught. The entrance of the second auto-encoder will be the output of the middle layer of the first auto-encoder, so the output of the middle-layer of the first auto-encoder will be used for the training of the second auto-encoder, and the same will be done for the fourth auto-encoder. Finally, by adding the last layer that will perform the classifying with soft max neurons and its training with the output of the middle layer of the fourth auto-encoder and the desired values in the output of the final deep-network, a five-layer network with a structure [2 20 600 800 1000] is used to solve the problem of diagnosis of diabetes.                                                                                                                        
                                                                 
4.4 Using ELM to build a multi-layer deep network
As stated in the previous chapter, ELM is one of the most effective ways of learning the machine, which can quickly learn the patterns in the data without having the process of training. In this research, this method is used to build auto-encoders. For the simplicity of the problem, relation 5 is used to determine the weights of the second layer of the ELM and finally to construct the deep network.                                                                                                                                    

                                                                                                   (5)

In this case,  is the output of the second layer of ELM and  is the output of the first layer, which eventually the second layer's weights are based on the pseudo-inverse output of the first and second layers. Figure 2 shows the confusion matrix resulting from the construction of a five-layer deep network using an ELM-made encoder.                                                                                               

[image: ]
Fig. 2. The confusion matrix resulting from the categorization of feature vectors using the ELM method



4.5 Optimization of the number of neurons of deep-network constructed by ELM based on hill climbing algorithm
The number of the neurons of auto-encoders can have a direct impact on increasing the accuracy of vectors categorization and diagnosis of diabetes. In this section, due to the high velocity of calculating the auto-encoders' weights and the construction of the deep network, we have tried to combine the hill climbing algorithm and the construction of a deep network based on ELM to be more accurately. This algorithm starts with 5000 neurons per layer and, by decreasing or increasing the number of neurons randomly, attempts to improve performance and increase the accuracy of the deep network. After 1000 times the repetition of the algorithm, we arrived at a higher accuracy than all available methods. Fig. 3 shows the resultant confusion matrix.                                                                       

[image: ]
	Fig. 3. The confusion matrix derived from the hill climb algorithm for optimizing the number of neurons in the deep network  
	 

5. The results of categorization of diabetes diagnostic data by the proposed method
To demonstrate the efficiency of the proposed method, we compare the results with two methods of two-way perceptron neural network and support vector machine with non-linear RBF kernel. For all the methods used, the process of training and testing of the network is repeated ten times, and the average accuracy of all stages is reported as the final accuracy. As we said earlier, 400 vectors were randomly assigned as training sets and the rest of the data from 768 records as a test set. Table 1 shows the results.                                                                           



	Table. 1. The results of diabetes diagnosis based on different methods 
	Method used
	Recognition Rate

	Perceptron network
	68%

	Support vector machine
	74%

	Deep neural network made from auto-encoder and back propagation training method
	76%

	Deep neural network made from auto-encoder and ELM training method
	66%

	Deep neural network made from auto-encoder and ELM training method and hill climbing algorithm
	79%




6. Suggestions and future works                                                                                          
In this paper, the deep neural network made with auto-encoders is used to diagnose diabetes based on the desired data. To build a deep network, four auto-encoders were used to build a five-layer network. Two different methods have been used to construct a five-layer network and to train auto-encoders. The first method is based on the back propagation algorithm, and the auto-encoders are trained one after the other with this trained algorithm and gain the appropriate weights in which the weight used in this method is the middle layer of the auto-encoder neural network. With the help of the weights of the middle layers of the auto-encoders, a deep network is created that adds and trains the final layer of the classification. Finally, a general training or fine-tuning is done once.                                                                                                                           
In the next method, the auto-encoders are constructed using the ELM method. In this method weights used are in the output layer of the neural network that models the features in the data. After that the deep network is built on the basis of the weight of the output layer of the auto-encoders, a deep network is constructed. The accuracy of this method is low due to the lack of training process. To increase its accuracy, the hill climbing algorithm has been used to determine the number of suitable neurons in each auto-encoder. Eventually, we find that with the more number of neurons than the previous one, we have reached the highest accuracy. Comparison of proposed methods with common methods indicates increased and improved accuracy in the diagnosis of diabetes based on limited data.                                                                                                                            
As a suggestion and future work, we can reach to more robust search algorithms to determine the number of neurons used in auto-encoders, as well as the number of suitable layers. Also, other methods of making encoders, such as the DBN method, can be used to build a deep network. To enhance the power of the diabetes diagnostic system, larger databases with more inputs can be used to build a predictive system for diabetes.                                                                                    
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