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“OpenAI recently published GPT-3, 
the largest language model ever 
trained. GPT-3 has 175 billion 
parameters and would require 355 
years and $4,600,000 to train -
even with the lowest priced GPU 
cloud on the market.”





Type of Energy Used
▪ AI’s carbon emissions can vary up to a factor of forty 

depending on the grid's energy mix.
▫ e.g. : Quebec, Canada: 20 grams of carbon per 

kWh,
▫ vs. Queensland, Australia: 800 grams of carbon.

▪ This can really add up for a large neural network 
requiring a few GPUs for several weeks, resulting in 
almost a ton of carbon, or the equivalent of a 
transatlantic flight.



Source: Google (2020). 24/7 by 2030: Realizing a Carbon-free Future.



Choice of Cloud Provider

▪ Some large cloud providers are already carbon neutral,
which means they have a net zero carbon footprint.
▫ This is done through carbon offsetting and renewable 

energy credits (RECs)
▪ Google recently announced its goal of achieving 100% 

carbon-free, 24/7 electricity by 2030.
▪ Microsoft is aiming to be carbon negative by 2030





Training Time
▪ Before 2012: it was rare to use GPUs for Machine 

Learning, and the progress made was rather at the 
fundamental level

▪ 2012 to 2014: The infrastructure to train on many GPUs 
was scarce, so most results used 1-8 GPUs rated at 1-2 
TFLOPS

▪ 2014 to 2016: Large-scale results used 10-100 GPUs 
rated at 5-10 TFLOPS,

▪ 2016 to 2017: approaches that allow greater algorithmic 
parallelism, and we often use several hundred GPUs for 
weeks or months.



Source: Open AI (https://openai.com/blog/ai-and-compute/)



But there’s hope! Thanks to AI





Source: https://deepmind.com/blog/article/deepmind-ai-reduces-google-data-centre-cooling-bill-

40







Source: NASA (2007), NASA Blue Marble 2007 West.


