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Introduction
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• Increasing use of AI technologies has led to rising AI incidents (e.g., biases, deepfakes, system 

failures), posing risks and harm to individuals, organizations, and society.

• AI can accelerate progress toward the UN Sustainable Development Goals (SDGs), but responsible 

and ethical deployment is critical to avoid negative impacts on goals like employment and equality.

• Responsible AI principles emphasize fairness, transparency, and accountability; standards and 

benchmarks are needed to ensure AI aligns with these principles.

• Learning from AI incidents can prevent repeats, similar to the aviation and cybersecurity industries 

with established reporting systems.

• Transparent AI incident reporting and systematic data analysis are crucial for developing mitigation 

strategies and ensuring trustworthy AI.

• This paper addresses the lack of standardized AI incident reporting protocols and explores the 

intersection of AI, sustainable digital transformation, and SDGs.



Original contributions and novelty
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1. The study identifies nine gaps in existing AI incident reporting practices, offering 

insights into areas for improvement.

2. It proposes nine actionable recommendations to enhance standardization efforts 

in AI incident reporting, addressing the identified gaps.

3. It facilitates the development of strategies and mechanisms to prevent similar 

incidents from occurring in the future, thereby promoting trustworthy AI and 

aligning with the UN SDGs.

Our research promotes the development of standards to prevent future AI incidents and 

promote trustworthy AI, thus facilitating achieving the UN SDGs.



AI incident repositories

• Reviewed the availableAI incident 

repositories.

• Noted their shortcomings 

highlighted by researchers.

Need for AI incident reporting

• Published work recognizes that 

incident sharing is vital to prevent 

vulnerabilities, biases, and privacy 

concerns in AI systems, to ensure 

their trustworthiness and enhancing 

user experience.

AI incident definitions

• Reviewed multiple definitions of 

“AI incident"

• OECD [15]

• AI Incident Database (AIID) 

[16]

• AI, Algorithmic, and 

Automation Incidents and 

Controversies (AIAAIC) 

[17]

• The review reveals the gap 

related to a lack of standard 

terms, definitions, and 

taxonomies.

Literature review
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Methodology

Literature Review:  

Identified AI  

incident repositories

Repository 

Selection: 

Shortlisted AIID and  

AIAAIC for analysis

Database 

Evaluation: 

Assessed policies, 

scope, and reporting  

mechanisms

Test Submission:  

Submitted incidents  

to observe reporting  

protocols

Data Analysis: 

Reviewed publicly  

available data for  

structure and  

content

Gap Identification:  

Investigated issues  

in standardization,  

quality, and  

interoperability

Insights: Compiled 

findings and key 

observations

Recommendations:  

Proposed solutions 

for improved  

standardization
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Results (1/10)
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Incident 

reporting

AI-Incident  

snapshot

Interoperability 

and data sharing

Contributors to 

the Databases

Sources of the 

reports 

submitted to the 

databases

Sector Coverage
Geographical  

coverage
Data sharing

This section presents the observations and results of the study



Results (2/10)

Obs: Incident reporting in both

databases is voluntary and lacks

incentives.

Inf: Reporting relies on the 

submitter’s discretion and 

motivation, potentially resulting in 

underreporting.
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Results (3/10)

Obs: [28], [29], and [31] may not 

qualify as AI incidents depending on 

the definition considered.

Inf: Lack of consistency in qualifying 
the reported events as incidents.

Biases of the submitters or the

reviewers. Also, depending on their 

exposure, capabilities, and 

understanding
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Results (4/10)
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Obs: 1. Only six fields are 

compatible between the two 

datasets. 2. Important fields missing 

in both.

Inf: 1. Aggregating data from 

multiple databases difficult. 2. 

Captured data insufficient for 

assessing the severity and proper 

categorization of the incidents.



Results (5/10)

Obs: Seven submitters reported 

more than 70% of all the incidents in 

AIID.

Inf: Process reforms required to 
widen the base of incident reporting.
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Results (6/10)

Obs: Most reports submitted to AIID 

are from American or European 

newspapers.

Inf: Technological interventions 
required for incident reporting

Advancing Trustworthy AI for Sustainable Development: Recommendations for Standardising AI Incident Reporting – Avinash Agarwal, Manisha J. Nene; ITU Kaleidoscope 2024 (EDAS Paper ID -1571032085)



Results (7/10)

Obs: Skewed represent-ations of 

application sectors.

Inf: They predominantly report 

consumer-oriented sectors; 

underrepresent critical infrastructure 

sectors.
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Results (8/10)

Obs: Maximum incidents reported in 

AIID relate to self-driving cars and 

social media.

Inf: Critical infrastructure sectors 

(telecom, power, etc.) 

underrepresented.
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Results (9/10)

Obs: Just three countries account for 

60% of the incidents reported in 

AIAAIC.

Inf: Lack representation from 

developing and underdeveloped 

countries.
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Results (10/10)

Obs: Different formats for 

downloading data; both do not 

provide APIs for accessing data.

Inf: Lack of standardized 

mechanisms for sharing incident 

data among stakeholders.
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Gap Analysis and Recommendations (1/2)
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S. No Gaps observed Recommendations

1 Lack of definitions and taxonomies Standardise AI-incident and AI-harms taxonomies

2 Bias, inconsistencies, and misclassification Define guidelines for AI-incident database quality audits

3 Insufficient and incompatible data fields Standardise AI-incident database structures

4 Inadequate motive to report incidents
Develop regulatory and policy frameworks for AI-incident 

reporting

5 Narrow base of the incidents reported Develop Standards for automated incident reporting

6 Inadequate data-sharing protocols Standardise data sharing mechanisms

7 Sectoral underrepresentation Sector-specific AI-incident databases

8 Demographic underrepresentation ITU-led inclusive AI incident reporting

9 Lack of awareness Awareness Programs



Gap Analysis and Recommendations (2/2)

It is further recommended to include incident reporting as an integral part of the 

AI lifecycle as illustrated in figure-1 so that it gets appropriate focus in the 

future.

Figure-1: Conceptualised AI lifecycle stages
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Conclusion and future directions

Critical Need Standardized AI incident reporting for data-driven mitigation and research.

Key Findings Identified 9 standardization gaps in AI incident reporting.

Recommendations Proposed 9 solutions for improved reporting protocols.

Impact Standardization enables data-driven strategies, product improvement, and trustworthy AI 

deployment.

Importance Enhancing trust, transparency, and accountability in AI.

UN SDG Alignment Contributes to sustainable development and responsible AI use.

Goal Align AI frameworks with the UN SDGs for a more inclusive and sustainable future.

Future Work Prioritize multi-stakeholder engagement and international cooperation in standardization 

endeavours.
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