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ABSTRACT 

Here, we provide a framework that discovers sentiments 
from social media platforms, assesses, and transforms them 

into meaningful data. Social media is changing people's 

attitudes and habits, which in turn is influencing their 

choices. Attempting to keep an eye on social networking 

activity is a useful tool for tracking consumer attitude about 

products and firms and gauging loyalty from consumers. The 

framework can be the next natural area for branding based 

on the polarities on the internet and social media. We present 

a dynamic solution method for sentiment analysis using the 

classification of interpersonal data sources. To evaluate the 

caliber of social information services, we also introduce a 
brand-new quality model. We utilize public comments, posts 

through social media as an inspiring case study. Specifically, 

to pinpoint the comments and posts we concentrate on the 

spatiotemporal characteristics of the attitudes expressed by 

social media users. On datasets from the real world, 

experiments are carried out. Our suggested model’s 

performance is preliminary demonstrated by performance 

evaluation matrix. 

Keywords – Sentiment Analysis, social media, Artificial 

Intelligence, Machine Learning, Natural Language 

Processing 

1. INTRODUCTION 

Societies use their sentiments to convey their opinions and 

behaves as per experience. Sentiment analysis is the term 

used to describe the analysis of these kinds of perspectives. 

Social networks, or social networking sites, like Facebook, 

Twitter, and others, have become a free community for 

dataset [1]. When there is an event, a lot of people use social 

media services to quickly create and share data i.e. Twitter, 

Facebook, LinkedIn, etc. [2]. This data generated by social 

media users has many useful information as metadata: 1) It 

has subjective information as Opinion. 2) It includes 

spatiotemporal information as Behavior, among others.  

 

 

Extraction and comprehension of human dynamics, 

including actions, trends, attitudes, and emotions, are made 
easier by sentiment analysis of subjective data [3]. Through 

forums, blogs, wikis, social networks, and other online tools, 

millions of people communicate their thoughts and feelings. 

Sentiment Analysis (SA) examines a user’s thoughts, 

attitudes, perspectives, ideas, beliefs, remarks, requests, 

inquiries, and preferences toward various things such as 

services, issues, people, products, events, subjects, 

organizations, and their characteristics, based more on 

emotion than on logic in the form of writing. It determines 

the general mood of the writer for a text, which could include 

speeches, product evaluations, blog entries, online forums, 
database sources, social media information, and papers. 

Depending on the circumstances, it typically consists of three 

components: 1) Opinions or emotions, 2) Subject, 3) Opinion 

Holder [4]. 

Sentiment analysis of subjective datasets facilitates the 

extraction and understanding of human dynamics, including 

behaviors, patterns, attitudes, and emotions [5]. A lot of 

noise, or superfluous and useless material, is frequently 

present in social Datasets. Furthermore, there are many kinds 

of social media information services available on the internet. 

On the internet, there are numerous data providers that have 

distinct data characteristics, such as size, quality, and so on. 
Thus, every dataset needs a different approach for extracting 

useful information. It takes time to use different tools, and 

the perspectives of the data from social sensors are not 

always consistent. [6]. 

Our study presents a system called "Fine Grained Sentiment 

Analysis for Code-Mixed Languages" (FGSACML), which 

gathers sentiments for code-mixed language from multiple 

social media sites, analyzes and transforms them into 

meaningful data, and then returns the data in the form of a 

polarity. Using different characteristics of the data from the 

social media user, we analyzed social information like 
Positive, Negative and Neutral. Conventional techniques for 

sentiment evaluation also cover the numerous attributes of 

media information like comments, posts and review. 

Nevertheless, this framework transcends polarities and is not 

just based on sentiment. Two primary methods can be used 



 

to accomplish this classification. 1) Machine Learning 

Approach; and 2) Lexicon Based Approach.  

The rest of the manuscript is structured as follows. Part II 

outlines SA methods. Section III contains the literature 

review. Section IV offers a summary of the framework, 

followed by a comprehensive report in Section V, which also 

includes suggestions for future research. 

2. METHODOLOGY 

Sentiment analysis is an automatic method of determining if 

a text is created or utilized to represent a consensus, a 
negative, or a satisfactory opinion of the subject matter. 

There are three levels of the sentiment classification: 

Document classification, Sentence classification, Aspect 

classification, and Feature classification [7]. 

 

Figure 1 – Classification Level of Sentiment Analysis 

NLP is the study of Computer-Assisted Speech and language 
Processing (CASP) and its application. NLP is extensively 

utilized in automated inquiry, machine interpretation, and 

text mining. Previous studies shows that NLP uses a wide 

range of techniques in different domains and the results are 

above 80%, which can be said to be quite impressive in 

comparison to Machine Learning [8]. For SA, the following 

four classification approaches are implied: 1) Machine 

Learning Method 2) Lexicon-Based Method 3) Hybrid 

Method 4) An alternative method. 

2.1 Machine Learning Approach 

There are two main categories for machine learning models. 
1) Supervised Learning 2) Unsupervised Learning. 

Supervised learning is the highest applied machine learning 

technique [8]. Using labeled source data, a model is trained 

using this technique. When fresh unlabeled input data is 

obtained, the trained model can forecast an output. 

Supervised learning is typically more effective than 

unsupervised or semi-supervised learning techniques. 

However, depending only on labeled training data might be 

time-consuming and ineffective [9]. Random Forests, 

Support Vector Machines, Logistic Regression, Naive Bayes, 

and Decision Trees are among the classifiers applied in 

sentiment analysis [10].  

Machine learning permits computers to pick up new abilities 

without requiring additional programming. Popular 

techniques include Decision Trees (DT), Logistic Regression 

(LR), K-nearest Neighbors (KNN), Support Vector 

Machines (SVM), Naïve Bayes (NB), Maximum Entropy 

(ME), semi-supervised and super-supervised learning.[11]. 
This data leads them to the conclusion that, in all cases, 

Logistic Regression outperforms the other classifiers, SVM 

and LR based classifiers perform well, while DT based 

classifiers provide superior accuracy [12]. Specifically, 

several academics have examined CNN and its various 

CNN+LSTM combination. Their performance was 

contrasted with that of modern models, including 

CNN/LSTM, KNN/NN, etc. With an accuracy rate of over 

97%, this model outperforms all other models. In the CNN 

LSTM (F-Measure-88, Mean-91, and Probability-96.32%) 

fare better than the other models (F-Measures-92, Mean-93, 
and Probability-97.8%). Their evaluation results 

demonstrate the superiority of the approach over all deep 

learning models, with BRCAN scoring the highest at 96.32% 

[13].   

2.2 Lexicon Based Approach 

The strategy based on Lexicons isolates the words when 

applying lexicon-based strategies that are accessible for a 

specific text. Usually, scores are added together to achieve 

this. Essentially, it is split into two sections: a) Dictionary-

based b) corpus-based [11]. Words that can be used in 

conjunction with sentiment words, such as increment, 

decimals, and inverted words, were not counted in the 
previous uni-gram lexicon system; only sentiment words 

were [12]. SVM and lexicon-based classification are the two 

methods used for analysis at the aspect level. Lexicon-based 

models are 84% less accurate than SVM [14]. Sentiment 

analysis may be easily performed at the feature and sentence 

level thanks to the lexicon-based approach. It might be 

considered an unsupervised method because the training data 

doesn't need to be processed [11]. Lexicon sentiment 

analysis, commonly referred to as "Dictionary Sentiment 

Analysis," is the process of analyzing an article's sentiment 

using a predetermined list of terms and their sentiment 
ratings. The method is based on a lexicon or dictionary of 

words along with their polarity—that is, whether a term has 

a “positive”, “negative”, or “neutral” meaning. One 

advantage of the Lexicon-based method is that it doesn't 

expect any training data, likewise some experts even refer to 

it as an unsupervised approach [15]. The primary drawback 

of the lexicon-based method is its strong domain 

specialization, which prevents terms from one domain from 

being utilized in another [16]. 

 

• At the document level, all content is classified
as positive or negative, based on easily
navigable data categories.

Document 
Level

• The sentiment classification further categorizes
sentences into classifications that are neutral,
positive, or negative. This allows for the
classification of sentences as both subjective and
objective at the sentence level.

Sentence 
Level

•This kind of emotion categorization talks about
identifying and removing item attributes from
the original content.

Aspect 
level



 

3. LITERATURE REVIEW 

Table 1 – Analysis of SA methods for Indian Languages 

Ref. Language 
Classification 

Method Used 

Level of 

Accuracy 

[17] 

HINDI 

SVM 78.14 

[18] Naïve Bayes 87.1 

[19] Lexicon Based  70% 

[20] 
Gujarati 

Guj-Sento Word 

Net, Bag-of-

Word, Word Net 

52.27% 

[21] SVM 92% 

[22] Bengali SVM 98.7% 

[23] 
Punjabi 

Naïve Bayes Not Available 

[24] Decision Tree Not Available 

[25] Tamil SVM 75.9% 

[26] Kannada Decision Tree 79% 

[27] 
Malayalam 

SVM 91% 

[28] Lexicon Based 85% 

Table 1 summarizes SA for classification methods and their 

accuracies across different datasets based on Indian language. 

In Hindi sentiment analysis, Naive Bayes achieved 87.1% 

accuracy [18], while SVM reached 78.14% [17]. Gujarati 

tweet classification saw SVM outperforming lexicon-based 

methods, with accuracies of 92% [21] and 52.27% [20]. 

Bengali sentiment analysis with SVM attained an impressive 

98.7% accuracy [22]. Tamil sentiment analysis using SVM 

achieved 75.9% accuracy [25], and Kannada sentiment 
analysis with Decision Tree reached 79% accuracy [26]. 

Malayalam sentiment analysis showed SVM's accuracy at 

91 % [27] and Lexicon Based approach at 85% [28]. Hybrid 

Machine Learning, particularly SVM, demonstrated the 

highest average precision of 82.9% [29]. 

Table 2. Performance Analysis for SA Techniques 

Techniques Accuracy Ref. 

Naïve Bayes, SVM,  

Maximum Entropy 

81.0%, 

81.5%, 

82.9% 

[30] 

Naive Bayes with 

Subject identification 
87.2% [31] 

Naive Bayes 

Multinomial (NBM) 
90.25% [32] 

PMI 66% [33] 

Dictionary Based lexicon 80% [34] 

Sentiment Lexicon with 

BPANN 
95% [35] 

 

Table 2 provides a comprehensive overview of sentiment 

analysis studies. IMDB reviews were analyzed, achieving 

accuracies of 81.0% to 82.9% with different supervised 

learning approaches [30]. Focused on movie and car brand 

reviews achieving 87.2% accuracy [31]. Obtained 90.25%   

accuracy on blog data using Naive Bayes Multinomial [32]. 

Reached 66% accuracy on reviews with a lexicon-based 

approach [33]. Achieved 80% accuracy on data mining based 

on customer review [34]. Utilized neural networks for 95% 

accuracy for data mining on the Web [35]. Lastly, a survey 
[36] achieved 82.30% accuracy using sentiment lexicon and 

Linear SVM on CNET software and IMDB reviews. 

Sentiment analysis using text analytics is one of the greatest 

methods for conducting market research. These illuminating 

statistics can help brands set themselves out from the 

competition. Businesses are starting to adopt AI-powered 

sentiment analysis as a vital tool [40]. 

4. FRAMEWORK OVERVIEW 

The framework name as “Fine Grained Sentiment Analysis 

for Code-Mixed Languages” (FGSACML) is defined in this 

section. By using this framework, we can get the sentiment 
polarities as Strongly Positive, Softly Positive, Positive, 

Strongly Negative, Softly Negative, Negative, and Neutral. 

With this model we can identify the sentiment at sentence 

level. Sentiment analysis can be defined as categorization of 

text into different polarities. This framework mainly divided 

into 5 sections. 1) Dataset Generation 2) POS Text 

Preparation 3) Sentiment Detection and Feature Extraction 4) 

Polarity Classifier and 5) Performance Evaluation. This 

framework applies to new features around Sentiment 

Analysis. The FGSACML can be used in many aspects like: 

User behaviors in social media, Customer review and 

requirement, branding in multi-language, etc. Because it is 
based on multi-language, if there is a review, comments or 

any polarities in the multi-language, this can be used to 

identify customer need, user behaviors, etc. 

 

Fig.2.  Framework Procedure 
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Fig.3.  Framework for Fine Grained Sentiment Analysis for Code-Mixed Languages (FGSACML) 
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4.1 Dataset Generation 

The Dataset is a collection of ordered data or information. 

An Information gathering will happen by study, analysis, 

observation, and measurement. The data can be generated 

from various E-Dictionary. Collect English, Hindi, and 

Gujarati words, also Collected Social Media comments and 

posts in the Code-Mixed language. In the dataset each row 

represents data, and every column corresponds to field 

(variable). The Dataset is structured. For this research we are 

Gathering post and comments from the social media like 
Twitter, Facebook, etc. and use it further in the next steps. 

From this step we are having 2 datasets as 1) Positive and 

Negative words and 2) list of Sentences with code mixed 

language. 

4.2 POS Text Preparation 

Long paragraphs, sometimes referred to as chunks of text, 

are broken up into tokens in this tokenization process, which 

are essentially sentences. You can further divide these 

statements into individual words. Take the statement "कल 

शाम को बाजार में I met to my teacher" as an illustration and 

separate tokenization comes: {“कल”, “शाम”, “को”, “बाजार”, 

“में”, “I”, “met”, “to”, “my”, “teacher”} 

A basic goal in Natural Language Processing (NLP) is to 

assign a grammatical category (noun, verb, adjective, adverb, 

etc.) to every word in a document. This method enables 

computers to analyze and interpret human language more 

correctly by improving their grasp of phrase structure and 

semantics. Parts of Discourses Natural language processing 

(NLP) refers to the act of "tagging" each word in a text with 

a particular speech component (adverb, adjective, verb, etc.) 

or grammatical category. POS tagging is helpful in NLP 
applications for data extraction, machine translation, and 

named entity recognition, among other things. 

Stop Word Removal is one of the preprocessing methods that 

is most usually used for different NLP applications. The idea 

is as straightforward as removing words that frequently 

occur in each document in the body. Stop Words are 

typically defined as articles and pronouns. These terms are 

not highly discriminative because they are irrelevant for 

some NLP tasks like classification and information retrieval. 

When indexing and retrieving entries based on a search 

query, search engines are programmed to reject terms that 

are designated as stop words. Examples of such words 
include "the," "a," "an," and "in", etc. 

In this work, Tokenization and POS Tagging are used for text 

processing. Stop Word Removal is accomplished using NLP 

through the Python package known as NLTK. 

 

 

 

4.3 Sentiment Detection and feature extraction  

4.3.1 TF-IDF 

The terminology frequency-inverse document frequency, or 

TF-IDF, is a frequently used technique for determining a 

word's relevance in a text. terminology frequency (t) is 

determined by dividing its total number of occurrences in a 

document by the document's word count. we can utilize IDF 

(Inverse Document Frequency) to determine a term's 

relevance. Certain phrases, such as "is," "an," "and" and so 

on, are used frequently but have no bearing on anything. 
Considering that N is the total number of documents and DF 

is the number of documents that contain the phrase t, the 

formula to compute IDF is IDF (t) = log(N/DF). TF-IDF is a 

more effective way to convert textual information 

representations into Vector Space Models (VSMs). The term 

frequency would be 10/250 = 0.04 if a text had 250 words 

and the word "Laptop" occurred 10 times in those 200 words. 

Similarly, suppose that out of 50,000 papers, only 500 

mention the word "mouse." Then, IDF (Laptop) = TF-IDF 

(Laptop) will be equal to 50000/500 = 100 and 0.04*100 = 

4.N-Grams 

The textual characteristics for supervised machine learning 

algorithms will be formed by N-Gram. N-grams are 

consecutive strings of words or symbols. Technically, these 

can be identified as the successive group of elements in a 

document. They become important while handling text data 

in an NLP (Natural Language Processing) project [37]. 

Among all the theories in machine learning, the N-gram 

hypothesis is likely the most fundamental. A group of 

specific number of words is called an N-gram. There are 4 

words in comment like "A Facebook comment post" is a 4-

gram, "Facebook comment post" is a 3-gram (trigram), and 

"Facebook comment" is a 2-gram (bigram). But first, we 
need to look at the probabilities that are used in n-grams [38]. 

The value of the sentence's next word, p(w|h), can be 

predicted by an accurate N-gram model. A model called a 

unigram only considers the frequency with which a word 

occurs without considering any words that came before it. 

Bigram is a model that predicts the current word using only 

previous words. A trigram model that considers the two 

preceding words. After generalizing, the above equation can 

be calculated as: 

𝑃 (𝑤𝑛|𝑤1: 𝑛 − 1) ≈  𝑃 (𝑤𝑛|𝑤𝑛 − 𝑁 + 1: 𝑛 − 1) [39] 

4.4 Polarity Opinion Classifier 

4.4.1 Support Vector Machine (SVM) 

SVM is a machine learning supervised (feed-me) procedure 

that can be used to resolve regression or classification issues. 

Regression is the forecast of a continuous value, whereas 

classification is the forecast of a label or group. SVM is used 

for classification to locate the hyper-planes that differentiates 

the classes we plotted in n-dimensional space. The 
functioning for classification in support vector machines as 



 

per the diagram. By using the opinion classifier, we can get 

the polarities of the input sentence. 

 

Fig.4.  Support Vector Machine classification. 

 

4.5 Performance Evaluation 

This model can evaluate the model performance by accuracy, 

precision, recall and F-score, it is crucial to consider the 

trade-offs between these metrics and the problem's context. 

Below is an explanation of each: 

4.5.1 Accuracy 

Accuracy is defined as the proportion of correctly detected 

instances among all instances. Although it's an easy-to-

understand statistic, it can be deceptive, particularly in 

datasets that are unbalanced and have a dominant class. For 

instance, even if a model with 95% accuracy that classifies 
everything as class A might not be particularly useful if 95% 

of your data falls into class A and only 5% into class B. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

4.5.2 Precision 

The percentage of true positives, or positively anticipated 

cases, among all positively predicted cases is known as 
precision. Its main goal is to reduce false positives. When the 

cost of false positives is significant, precision matters. For 

instance, you wish to reduce the quantity of valid emails 

flagged as spam in a spam email detection system. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

 

 

4.5.3 Recall 

Recall measures the proportion of true positives among all 

actual positives. Its main goal is to reduce misleading 

negative results. Recall becomes essential when the cost of 

false negatives is high. For instance, you wish to reduce the 

amount of real disease cases that are overlooked in a medical 

diagnosis system. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

4.5.4 F1-Score 

The F-score calculates the harmonic mean of these two 

metrics, assigning equal weight to recall and precision. It 

offers a harmony between recall and precision. When you 

wish to consider both false positives and false negatives, the 

F1-score comes in handy. However, it might not be suitable 

for all scenarios, especially when you have imbalanced 
classes. 

𝐹1 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

5. CONCLUSIONS 

This research study concludes with a thorough framework 

for fine-grained sentiment analysis on code-mixed language 

that is especially designed to comprehend the activities of 

social media users. There are several frameworks available 

for Sentiment Analysis but none of them worked on Fine 

Grained and with Code-Mixed language. Therefore, this 
framework (FGSACML) has a futuristic approach and has 

not been done before. The framework tackles the difficulties 

brought about by the dynamic and multilingual character of 

social media discourse by using a methodical approach that 

combines linguistic elements, machine learning techniques, 

and domain-specific knowledge. The model offers user 

attitudes, preferences, and interactions of sentiment analysis 

on code mixed language. This study advances our knowledge 

of code-mixed language sentiment analysis and applies new 

feature models for improving user engagement, sentiment 

tracking, and social media monitoring. This framework's 
continues development and improvement offers bright 

opportunities for improving our understanding of social 

media behavior in the digital era. 
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