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ABSTRACT

Intelligent reflecting surface (IRS) has appeared as an
innovative green and economical technique to markedly
enhance the spectrum and energy efficiency in mobile
edge computing (MEC) systems. However, limited
by single antenna setting, the potential of IRS-aided
MEC systems has not been fully exerted. To further
improve the system computational performance, the paper
introduces multiple-input single-output (MISO) technology,
and proposes a MISO-based MEC system with IRS. In
this system, IRS is utilized to support the communication
between users and a multi-antenna access point integrated
with edge servers. Also, we adopt non-orthogonal multiple
access (NOMA) strategy for information transmission. The
computation rate is maximized to optimally design receiver
beamforming, CPU frequency, transmit power, and IRS
phase shifts. This formulated problem is non-convex and
challenging to solve due to multi-variable coupling. To tackle
it, we exploit alternating optimization manner to address the
four decoupled subproblems until convergence. Simulation
results highlight the superior computation rate performance
of our proposed IRS-aided MISO-based MEC system.
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1. INTRODUCTION

With the popularity of mobile devices, the demands for high
information transmission rate and QoS are increasing [1].
Also, the continuous emergence of computation-intensive
and latency-sensitive applications (e.g., image/biometric
recognition, and augmented/virtual reality) has brought new
challenges to B5G/6G wireless systems [2]. Aiming at coping
with these challenges, mobile edge computing (MEC), as an
up-and-coming technique, has been proposed to significantly
improve the computational capability for mobile devices with
limited computing resources [3]. In MEC systems, small-size
and power-limited devices offload their intensive tasks to
nearby powerful edge servers, and these tasks can be executed
remotely and downloaded, thus efficiently reducing latency
and expanding computational capacity [4].
Additionally, intelligent reflecting surface (IRS), an
innovative green and economical technology that has
emerged lately, can markedly extend communication
coverage and enhance energy-efficiency [5]. In general,
IRS consists of massive electromagnetic units, which can
independently change the amplitude and/or phase, thus

achieving reconfigurable wireless propagation environment
[6]. Compared to traditional active relays which regenerate
and retransmit signals, IRS only passively reflect incident
signals with low energy consumption. Besides, IRS operates
in full duplex (FD) mode with suppressing interference [7].
Because of these advantages, IRS is capable of improving
the communication rates, and mitigating latency of MEC
systems. Thus, the combination of IRS and MEC can
reinforce their respective advantages and further enhance
the potential of MEC systems. Also, the new paradigm
will be applied in diverse scenarios of B5G/6G wireless
communication systems. [8] minimize the computational
latency of an IRS assisted MEC system by jointly optimize
computing and communications in different scenarios. [9]
formulated an energy minimization problem of IRS-aided
MEC systems to optimally design the local CPU frequency,
receiver beamforming, offloading schedules and IRS phase
shifts. [10] jointly optimized time assignment, transmission
power, and IRS phase shifts to maximize total computational
bits of IRS-aided MEC system, and presented the introduction
of IRS can achieve significant advantages.
Meanwhile, the advent of non-orthogonal multiple access
(NOMA) technique alleviate the problem of limited spectrum
resources in IRS-assisted MEC systems, which can improve
spectral efficiency, and support large scale connectivity [11].
Therefore, the involvement of NOMA can complement and
synergize with the advantages of MEC, effectively ascending
the system transmission rate and computational efficiency.
[12] introduced IRS to assist task offloading for two users
in MEC system, in which users transmit data in NOMA and
time division multiple access (TDMA) strategies, and the
IRS phase shifts and offloading scheduling was optimized
to minimized user delay. [13] considered an IRS-assisted
MEC system where users communicated with access point
(AP) through the NOMA protocol to effectively utilize
spectrum resources. In particular, [13] jointly optimized
IRS phase shifts, decoding order, transmission data, power
and time to minimize the sum energy consumption of all
users, and demostrated the proposed scheme achieved marked
performance gains compared to the IRS-aided MEC system
with TDMA protocol. However, the abovementioned works
all adopts single antenna technology, which still cannot
fully explore the potential of IRS-aided MEC systems.
Compared with single antenna technique, multiple-input
single-output(MISO) technology can efficiently strengthen
communication quality, and increase the capacity and spectral
efficiency [14]. Besides, computational rate is also the
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Figure 1 – MISO-based MEC system with IRS.

most direct performance metric to evaluate MEC systems
[15, 16]. To our best knowledge, extremely few studies
have considered the introduction of MISO technology and
optimization analysis of computational rate performance in
NOMA-based IRS-aided MEC systems.
In this paper, we consider a IRS-aided MEC system, where
AP is equipped with multiple antennas and NOMA strategy
is adopt. Also, the receiver beamforming matrix at the AP
is optimized. A computation rate maximization problem
is established, which optimizes receiver beamforming,
CPU frequency, transmission power, as well as IRS
phase shifts, subject to constraints on energy, transmit
power, signal-to-noise ratio (SNR), IRS phase shifts, and
receiver beamforming matrix. To handle this multi-variable
coupled non-convex problem, we decouple the problem into
four subproblems and adopt alternating optimization (AO)
approach. In particular, closed-form optimal solutions are
proposed to optimize the receiving beamforming matrix
and CPU frequency, respectively. And then successive
convex approximation (SCA)-based iterative algorithm and
semi-definite relaxation (SDR) algorithm based on Gaussian
randomization are exploited to optimize transmit power and
IRS phase shifts, respectively. Numerical results demonstrate
that our MISO-based MEC system with IRS can achieve
superior performance gains.

2. SYSTEM MODEL AND PROBLEM
FORMULATION

Consider a MISO-based MEC system with IRS in Fig.1, in
which an IRS comprised of 𝑁 reflecting elements is installed
near edge users to assist computation offloading from 𝐾 users
to AP equipped with 𝑀 antennas. Let K = {1, 2, · · · , 𝐾}
and N = {1, 2, · · · , 𝑁} denote the set of all users and
reflecting elements of IRS, respectively. Each user partially or
completely offloads tasks to AP for edge computing via direct
link and reflected link, while the remain portion can be locally
computed. Also, we adopt NOMA strategy for information
transmission. We assume that channel state information of
all involved channels is fully available at AP.

2.1 Communication Model

Let h𝑎,𝑘 ∈ C𝑀×1 denote the direct channel from user 𝑘
to AP. The cascade channel of IRS divides into tripartite:
the channel from user 𝑘 to IRS, the reflection-coefficient
matrix of IRS and from IRS to AP, are respectively

denoted by h𝑘 ∈ C𝑁×1, Θ ∈ C𝑁×𝑁 and G ∈
C𝑀×𝑁 . Wherein, the reflection-coefficient matrix is Θ =

diag
(
𝛽1𝑒

𝑗 𝜃1 , · · · , 𝛽𝑁 𝑒 𝑗 𝜃𝑁
)
, in which 𝜃𝑛 ∈ [0, 2𝜋], ∀𝑛 ∈

N represent the phase shift, and the amplitude reflection
coefficient is fixed as 𝛽𝑛 = 1,∀𝑛 ∈ N . Thus, the effective
channel between user 𝑘 and AP can be represented as

h𝑘 (𝜂) = GΘh𝑘 + h𝑎,𝑘 , (1)

in which 𝜂 represents nonzero elements of matrix Θ.
Accordingly, the received signal of AP is given by

y𝐴𝑃 =

𝐾∑︁
𝑘=1

h𝑘 (𝜂)
√
𝑝𝑘𝑠𝑘 + n, (2)

in which n ∼ CN(0, 𝑁0I𝑀 ) denotes zero-mean additive
white Gaussian noise at AP. 𝑝𝑘 denotes transmission power
of user 𝑘 , subjecting to 𝑝𝑘 ≤ 𝑃𝑚𝑎𝑥𝑘

, in which 𝑃𝑚𝑎𝑥
𝑘

denotes
maximum available transmission power. 𝑠𝑘 represents the
transmitted signal of user 𝑘 , satisfying E

[
|𝑠𝑘 |2

]
= 1, 𝑘 ∈ K.

Since the received antenna at the AP is multi-antenna 𝑀 ,
multiplying y𝐴𝑃 by w𝑘 , we can obtain

w𝐻𝑘 y𝐴𝑃 =w
𝐻
𝑘 h𝑘 (𝜂)

√
𝑝𝑘𝑠𝑘+w𝐻𝑘

𝐾∑︁
𝑖≠𝑘

h𝑖 (𝜂)
√
𝑝𝑖𝑠𝑖+w𝐻𝑘 n, (3)

where w𝑘 ∈ C𝑀×1 is the normalized beamforming vector,
satisfying |w𝑘 |2=1. Note that uplink NOMA strategy is adopt.
Similar to [17], we assume that the channel gain of 𝐾 users
can be sorted as

∥GΘh1 + h𝑎,1∥2 ≥ · · · ≥ ∥GΘh𝐾 + h𝑎,𝐾 ∥2. (4)

Thus, the SNR of user 𝑘 is given by

𝛾𝑘 =
|w𝐻
𝑘
h𝑘 (𝜂) |2𝑝𝑘∑𝐾

𝑖=𝑘+1 |w𝐻𝑘 h𝑖 (𝜂) |2𝑝𝑖 + 𝜎
2
𝑘

, (5)

where 𝜎2
𝑘
= |w𝐻

𝑘
n|2. Then, the achievable rate of user 𝑘 is

𝑅𝑘 = 𝐵log2 (1 + 𝛾𝑘), where 𝐵 denotes the signal bandwidth.

2.2 Partial Computational Offloading Model

In this subsection, partial computational offloading model
is considered, which indicate that a portion of computation
tasks are offloaded to the AP for remote execution, while the
remaining portion is computed locally [4]. Then, we denote
𝑇 as the maximum tolerated computation latency. Next,
we will introduce the four parts of completing each user’s
computing task, including local computing, task offloading,
edge computing and result downloading.

2.2.1 Local Computing

In the stage of local computing, the time required for
processing task is 𝑇 . Then, we denote 𝑓𝑘 as the CPU
frequency of user 𝑘 , and 𝐶 as CPU cycles per bit
required for local computing. Then, the computational bits
locally computed at user 𝑘 can be given by 𝐿𝑙𝑜𝑐

𝑘
=

𝑇 𝑓𝑘
𝐶

.



Correspondingly, the CPU energy consumed per second
by user 𝑘 is modeled as 𝜉𝑘 𝑓 3𝑘 , where 𝜉𝑘 is corresponding
coefficient related to the chip architecture [18]. Then, the
energy consumption for local computing at user 𝑘 is expressed
as 𝐸 𝑙𝑜𝑐

𝑘
= 𝑇𝜉𝑘 𝑓

3
𝑘

.

2.2.2 Task Offloading

Besides, in the stage of task offloading, 𝐾 users need to
transmit a portion of their computation tasks to AP by
applying NOMA strategy. Also, simliar to [19], we set the
time consumption of task offloading as 𝑇 . Then, we can
obtain the computational bits of task offloading at user 𝑘 as
𝐿
𝑜 𝑓 𝑓

𝑘
= 𝑇𝑅𝑘 . Accordingly, the energy consumption for task

offloading is expressed as 𝐸𝑜 𝑓 𝑓
𝑘

= 𝑇 𝑝𝑘 .

2.2.3 Edge Computing and Result Downloading

In the stage of edge computing and result downloading, the
MEC server calculate computational task and subsequently
return results to 𝐾 users. Due to the abundant computation
resources of MEC servers and the typically very small size
of computing result, the energy and time consumption can be
ignored [20].
Based on the above analysis, we can get that the total
computational bits completed by user 𝑘 as

𝐿𝑘 =
𝑇 𝑓𝑘

𝐶
+ 𝑇𝑅𝑘 . (6)

Correspondingly, the total energy consumed by user 𝑘 to
complete its computational bits can be represented as 𝐸𝑘 =

𝐸 𝑙𝑜𝑐
𝑘
+ 𝐸𝑜 𝑓 𝑓

𝑘
= 𝑇𝜉𝑘 𝑓

3
𝑘
+ 𝑇 𝑝𝑘 .

2.3 Problem Formulation

As introduced above, we aim to maximize the total
computation bits of 𝐾 users through appropriate receiver
beamforming matrix, transmission power, CPU frequency,
and IRS phase shifts control. To proceed, the considered
problem is formulated as:

max
W,{ 𝑓𝑘 },p,Θ

𝐾∑︁
𝑘=1

(
𝑇 𝑓𝑘

𝐶
+ 𝐵𝑇𝑅𝑘

)
(7)a

s.t. 𝜉𝑘 𝑓
3
𝑘 + 𝑝𝑘 ≤ 𝑃

𝑚𝑎𝑥
𝑘 ,∀𝑘 ∈ K (7)b

0 ≤ 𝑝𝑘 ≤ 𝑃𝑚𝑎𝑥𝑘 ,∀𝑘 ∈ K, (7)c

𝛾𝑘 ≥ 𝛾𝑚𝑖𝑛𝑘 ,∀𝑘 ∈ K, (7)d

|w𝑘 |2 = 1,∀𝑘 ∈ K (7)e

0 ≤ 𝑓𝑘 ≤ 𝑓 𝑚𝑎𝑥𝑘 ,∀𝑘 ∈ K, (7)f

0 ≤ 𝜃𝑛 ≤ 2𝜋, ∀𝑛 ∈ N , (7)g

where W = [w1, · · · ,w𝑘] denotes the receiver beamforming
matrix of AP, p = [𝑝1, · · · , 𝑝𝐾 ] denotes the transmission
power vector. The objective function represents the total
computation bits of 𝐾 users. The constraints (7)b and (7)c
indicates that the power consumption and transmission power

of user 𝑘 should be lower than the maximum available power
𝑃𝑚𝑎𝑥
𝑘

. The constraint (7)d states the received SNR at AP to
detect 𝑠𝑘 successfully should be no less than the target SNR.
The constraint (7)e shows the receive beamforming matrix
restriction of user 𝑘 . In addition, the range of CPU frequency
and IRS phase shifts is characterized by constraint (7)f and
(7)g, respectively.

3. ALTERNATING OPTIMIZATION SOLUTION

Because of coupling variables with regard to receiver
beamforming matrix, phase matrix and transmission power
in (7)a and (7)d, the optimization problem (7) is not
jointly convex and challenging to solve. To make the
problem tractable, an AO-based algorithm is adopted to
efficiently tackle it. Specifically, we split the problem (7)
into receiver beamforming optimization, CPU frequency
optimization, transmission power optimization and IRS phase
shift optimization subproblems, and then handle these four
subproblems alternately. In particular, we first derive the
closed form expression of receiver beamforming matrix and
CPU frequency, then exploit SCA-based iterative algorithm
to optimize transmission power, and finally adopt SDR-based
iterative algorithm to optimize phase matrix.

3.1 Optimize receiver beamforming

For given p, { 𝑓𝑘}, and Θ, it is easy to verify that
maximizing the total computational bits of 𝐾 users is
equivalent to maximizing the sum rate of 𝐾 users in the
system. Furthermore, the maximum achievable sum rate of
𝐾 users is given by [21, 22]:

𝐾∑︁
𝑘=1

log2

(
1 +

|w𝐻
𝑘
h𝑘 (𝜂) |2𝑝𝑘∑𝐾

𝑖=𝑘+1 |w𝐻𝑘 h𝑖 (𝜂) |2𝑝𝑖 + 𝜎
2
𝑘

)
= log2det

(
I𝑀 +

𝐾∑︁
𝑘=1

𝑝𝑘h𝑘 (𝜂)h𝑘 (𝜂)𝐻

𝜎2
𝑘

)
.

(8)

According to [23], the SIC receiver with minimum MSE can
achieve the maximum sum rate, then we obtain

w̄𝑘 =

(
𝑁0I𝑀 +

𝐾∑︁
𝑖=𝑘+1

𝑝𝑖h𝑘 (𝜂)h𝑘 (𝜂)𝐻
)−1

h𝑘 (𝜂). (9)

By standardizing w̄𝑘 , w𝑘 can be given by w𝑘 =
w̄𝑘

|w̄𝑘 | .
Correspondingly, we can obtain the rate of user 𝑘 as

𝑅𝑘 = log2det

(
I𝑀 +

𝐾∑︁
𝑖=𝑘

𝑝𝑘h𝑖 (𝜂)h𝑖 (𝜂)𝐻

𝜎2
𝑘

)
− log2det

(
I𝑀 +

𝐾∑︁
𝑖=𝑘+1

𝑝𝑘h𝑖 (𝜂)h𝑖 (𝜂)𝐻

𝜎2
𝑘

)
.

(10)

3.2 Optimize CPU Frequency

Secondly, we optimize the CPU frequency { 𝑓𝑘} for local
computing. Given W, p, and Θ, the CPU frequency



optimization subproblem can be formulated as:

max
{ 𝑓𝑘 }

𝐾∑︁
𝑘=1

𝑇 𝑓𝑘

𝐶
(11)a

s.t.(7)𝑏, (7) 𝑓 (11)b

We can observe that the optimization problem (11) satisfy
linear programming. Therefore, we can directly derive CPU
frequency in closed-form expression. Based on constraints
(11)b, the range of 𝑓𝑘 can be denoted by

0 ≤ 𝑓𝑘 ≤ min

 𝑓 𝑚𝑎𝑥𝑘 ,
3

√︄
𝑃𝑚𝑎𝑥
𝑘
− 𝑝𝑘

𝜉𝑘

 . (12)

Since the objective function (11)a monotonically increases
with 𝑓𝑘 , the optimal 𝑓 ∗

𝑘
of local CPU frequency is the upper

bound of 𝑓𝑘 , which is given by

𝑓 ∗𝑘 = min

 𝑓 𝑚𝑎𝑥𝑘 ,
3

√︄
𝑃𝑚𝑎𝑥
𝑘
− 𝑝𝑘

𝜉𝑘

 . (13)

3.3 Optimize Transmission Power

Thirdly, we focus on transmission power optimization. Given
W, { 𝑓𝑘}, and Θ, the transmission power optimization
subproblem can be rephrased as

max
p

𝐾∑︁
𝑘=1

log2

(
1 +

|w𝐻
𝑘
h𝑘 (𝜂) |2𝑝𝑘∑𝐾

𝑖=𝑘+1 |w𝐻𝑘 h𝑖 (𝜂) |2𝑝𝑖 + 𝜎
2
𝑘

)
(14)a

s.t.(7)𝑏, (7)𝑐, (7)𝑑 (14)b

Because objective function (14)a is nonconvex, problem (14)
is still difficult to handle. By defining 𝑔𝑘,𝑖 = |w𝑘h𝑖 (𝜂) |2

𝜎2
𝑘

, the
objective function (14)a is reexpressed as

𝐾∑︁
𝑘=1

log2

(
𝐾∑︁
𝑖=𝑘

𝑝𝑖𝑔𝑘,𝑖 + 1
)
−

𝐾∑︁
𝑘=1

log2

(
𝐾∑︁

𝑖=𝑘+1
𝑝𝑖𝑔𝑘,𝑖 + 1

)
(15)

Subsequently, by substituting the expression of 𝛾𝑘 into (7)d,
the constraint (7)d can be rephrased as

𝑝𝑘𝑔𝑘,𝑘 ≥ 𝛾𝑚𝑖𝑛𝑘

(
𝐾∑︁
𝑖=𝑘

𝑝𝑖𝑔𝑘,𝑖 + 1
)
,∀𝑘 ∈ K . (16)

Obviously, (16) is an affine constraint, that is, a convex
constraint. Correspondingly, we define functions

𝑧1 (p) =
𝐾∑︁
𝑘=1

log2

(
𝐾∑︁
𝑖=𝑘

𝑝𝑖𝑔𝑘,𝑖 + 1
)
,

𝑧2 (p) =
𝐾∑︁
𝑘=1

log2

(
𝐾∑︁

𝑖=𝑘+1
𝑝𝑖𝑔𝑘,𝑖 + 1

)
.

(17)

Hence, the transmission power optimization subproblem can
be reformulated as

max
p

𝑧1 (p) − 𝑧2 (p) (18)a

s.t.(7)𝑏, (7)𝑐, (16) (18)b

We can observe that (18)b are all convex, and (18)a is the
difference between two concave functions, the optimization
problem (18) is a typical DC programming problem. For
𝑘 ∈ K, we define function 𝑢𝑘 (𝑖) that satisfies 𝑢𝑘 (𝑘) = 0 as

𝑢𝑘 (𝑖) =
𝑔𝑘,𝑖

ln2
, 𝑖 ≥ 𝑘 + 1, (19)

then the gradient of 𝑧2 at p can be expressed as

∇𝑧2 (p) =
𝐾∑︁
𝑘=1

𝑢𝑘∑𝐾
𝑖=𝑘+1 𝑝𝑖𝑔𝑘,𝑖 + 1

, (20)

Then, by defining (𝑚 − 1)-th iteration feasible solution{
p(𝑚−1)

}
, and initializing a feasible solution

{
p(0)

}
, the

optimal solution
{
p(𝑚)

}
of 𝑚-th iteration can be obtained

by converting problem (18) to

max
p
𝑧1 (p)−𝑧2 (p(𝑚−1) )−

〈
∇𝑧2 (p(𝑚−1) ), p − p(𝑚−1)

〉
(21)a

s.t.(18)𝑏 (21)b

where ⟨., .⟩ is the operation of inner product. Obviously,
problem (21) is convex. Therefore, we can efficiently solved
it via utilizing CVX toolbox [24].

3.4 Optimize Phase Shift

Finally, we optimize the phase matrix Θ. Given W, { 𝑓𝑘}
and p, the IRS phase shifts optimization subproblem can be
reformulated as

max
Θ

𝐾∑︁
𝑘=1

log2 (1 + 𝛾𝑘) (22)a

s.t.(7)𝑑, (7)𝑔 (22)b

To transform the terms |w𝐻
𝑘
(GΘh𝑖 + h𝑎,𝑖) |2 into tractable

form, we define v = [𝑣1, · · · , 𝑣𝑁 ]𝐻 , where 𝑣𝑛 = 𝑒 𝑗 𝜃𝑛 ,∀𝑛 ∈
N . Then, we define ĥ𝑘,𝑖 = (w𝐻𝑘 G) ◦ h𝑖 , where ◦ denotes the
operation of Hadamard product. Correspondingly, we can
obtain

|w𝐻𝑘 GΘh𝑖 |2 = |v𝐻 ĥ𝑘,𝑖 |2. (23)

Besides, by defining 𝑏𝑘,𝑖 = w𝐻
𝑘
h𝑎,𝑖 , the problem (22) can be

reformulated as

max
v

𝐾∑︁
𝑘=1

log2

(
1 +

|v𝐻 ĥ𝑘,𝑘 + 𝑏𝑘,𝑘 |2𝑝𝑘∑𝐾
𝑖=𝑘+1 |v𝐻 ĥ𝑘,𝑖 + 𝑏𝑘,𝑖 |2𝑝𝑖 + 𝜎2

𝑘

)
(24)a

s.t.|v𝐻 ĥ𝑘,𝑘 + 𝑏𝑘,𝑘 |2𝑝𝑘

≥ 𝛾𝑚𝑖𝑛𝑘

(
𝐾∑︁

𝑖=𝑘+1
|v𝐻 ĥ𝑘,𝑖 + 𝑏𝑘,𝑖 |2𝑝𝑖 + 𝜎2

𝑘

)
,∀𝑘 ∈ K

(24)b

|𝑣𝑛 | = 1,∀𝑛 ∈ N , (24)c

Nevertheless, problem (24) is still non-convex. Then, by
defining

Φ𝑘,𝑖 = 𝑝𝑖

[
ĥ𝐻
𝑘,𝑖
ĥ𝑘,𝑖 ĥ𝐻

𝑘,𝑖
𝑏𝐻
𝑘,𝑖

ĥ𝑘,𝑖𝑏𝑘,𝑖 𝑏𝐻
𝑘,𝑖
𝑏𝑘,𝑖

]
, v̄ =

[
v
1

]
, (25)



problem (24) can be represented as

max
v

𝐾∑︁
𝑘=1

log2

(
1 +

v̄𝐻Φ𝑘,𝑘 v̄∑𝐾
𝑖=𝑘+1 v̄

𝐻Φ𝑘,𝑘 v̄ + 𝜎2
𝑘

)
(26)a

s.t.v̄𝐻Φ𝑘,𝑘 v̄ ≥ 𝛾𝑚𝑖𝑛𝑘

(
𝐾∑︁

𝑖=𝑘+1
v̄𝐻Φ𝑘,𝑖 v̄ + 𝜎2

𝑘

)
,∀𝑘 ∈ K (26)b

|𝑣𝑛 | = 1,∀𝑛 ∈ N . (26)c
Then, we define V = v̄v̄𝐻 . By utilizing the property of
matrix traces v̄𝐻Φ𝑘,𝑖 v̄ = 𝑇𝑟

(
Φ𝑘,𝑖 v̄v̄

𝐻
)

and SDR to forcibly
omit rank-one constraint [25], problem (26) can be relaxed as

max
V

𝐾∑︁
𝑘=1

log2

(
1 +

𝑇𝑟
(
Φ𝑘,𝑘V

)∑𝐾
𝑖=𝑘+1 𝑇𝑟

(
Φ𝑘,𝑖V

)
+ 𝜎2

𝑘

)
(27)a

s.t.𝑇𝑟
(
Φ𝑘,𝑘V

)
≥

𝐾∑︁
𝑖=𝑘+1

𝑇𝑟
(
Φ𝑘,𝑖V

)
+ 𝜎2

𝑘 ,∀𝑘 ∈ K (27)b

V𝑛,𝑛 = 1,∀𝑛 ∈ {1, · · · , 𝑁 + 1} . (27)c
V ⪰ 0, (27)d

where V𝑛,𝑛 denotes the diagonal elements of matrix V.
Although the constraints (27)b-(27)d are all convex, the
problem remains non-convex because of (27)a. Thus, by
using the properties of matrix traces [25], we can equivalently
transform (27)a into

𝐾∑︁
𝑘=1

log2

(
1 +

𝑇𝑟
(
Φ𝑘,𝑘V

)∑𝐾
𝑖=𝑘+1 𝑇𝑟

(
Φ𝑘,𝑖V

)
+ 𝜎2

𝑘

)
=

𝐾∑︁
𝑘=1

log2

(
𝑇𝑟

(
V

𝐾∑︁
𝑖=𝑘

Φ𝑘,𝑖

)
+ 𝜎2

𝑘

)
−

𝐾∑︁
𝑘=1

log2

(
𝑇𝑟

(
V

𝐾∑︁
𝑖=𝑘+1

Φ𝑘,𝑖

)
+ 𝜎2

𝑘

)
.

(28)

And we define

𝑧3 (V) =
𝐾∑︁
𝑘=1

log2

(
𝑇𝑟

(
V

𝐾∑︁
𝑖=𝑘

Φ𝑘,𝑖

)
+ 𝜎2

𝑘

)
,

𝑧4 (V) =
𝐾∑︁
𝑘=1

log2

(
𝑇𝑟

(
V

𝐾∑︁
𝑖=𝑘+1

Φ𝑘,𝑖

)
+ 𝜎2

𝑘

)
.

(29)

We can easily obtain that (28) is a DC function, so we can use
DC programming to solve it. Nevertheless, we cannot take
partial derivatives with respect to the complex variables as in
(20) by reason of the complex matrix of V. Moreover, since
𝑧4 (V) is not an analytic function, its derivative with respect to
V does not exist [26]. To address this issue, we derive 𝑧4 (V)
with regard to the real and imaginary parts of V. Since V
is a symmetric matrix, we only need to calculate the real
and imaginary parts of the lower triangular elements of V.
Specifically, for 𝑉𝑛,𝑠 , 𝑠 ≤ 𝑛,∀𝑛 ∈ N , the partial derivatives
concerning the real and imaginary parts are respectively given
by

𝜕𝑧4

𝜕Re
(
V𝑛,𝑠

) =
1

ln2

𝐾∑︁
𝑘=1

∑𝐾
𝑖=𝑘+1 Φ𝑘,𝑖 (𝑛,𝑠) + Φ𝐻𝑘,𝑖 (𝑛,𝑠)

𝑇𝑟

(
V

∑𝐾
𝑖=𝑘+1 Φ𝑘,𝑖

)
+ 𝜎2

𝑘

, (30)

Algorithm 1 The Gaussian Randomization Method For
Solving (41).

1: Initialize: The optimal solution v̄∗ of the problem (41),
the random number Ω and 𝑡 = 1, 2, · · · ,Ω.

2: repeat
3: Generate random vectors q ∼ CN(0, I𝑁+1).
4: Obtain random values for the solution of optimization

problem (41) v̄𝑡 = v̄∗ · q.
5: Standardize v̄𝑡 to obtain v̄𝑛𝑜𝑟𝑚𝑡 .
6: Transform v̄𝑛𝑜𝑟𝑚𝑡 into 𝑁×𝑁 dimensional matrixΘ𝑡 =

diag
(
v̄normt

)
N×N matrix.

7: Compute total computational bits 𝐿𝑡𝑜𝑡𝑎𝑙𝑡 according
to Θ𝑡 .

8: 𝑡 ← 𝑡 + 1.
9: until 𝑡 = Ω.

10: Output: index 𝑡 which maximizes 𝐿𝑡𝑜𝑡𝑎𝑙𝑡 and its
corresponding Θ𝑡∗ .

𝜕𝑧4

𝜕Im
(
V𝑛,𝑠

) =
−𝑖
ln2

𝐾∑︁
𝑘=1

∑𝐾
𝑖=𝑘+1 Φ𝑘,𝑖 (𝑛,𝑠) − Φ𝐻𝑘,𝑖 (𝑛,𝑠)
𝑇𝑟

(
V

∑𝐾
𝑖=𝑘+1 Φ𝑘,𝑖

)
+ 𝜎2

𝑘

, (31)

where Φ𝑘,𝑖 (𝑛,𝑠) represents (𝑛, 𝑠) − 𝑡ℎ element of Φ𝑘,𝑖 .
Based on the above derivations, we can reformulate problem
(27) in 𝑚-th iteration as

max
V

𝑧3 (V) − 𝑧4 (V(𝑚−1) )

−
𝑁∑︁
𝑛=1

𝑛−1∑︁
𝑠=1

Re
(
V𝑛,𝑠 −V(𝑚−1)𝑛,𝑠

)
× 𝜕𝑧4

𝜕Re
(
V(𝑚−1)𝑛,𝑠

)
−
𝑁∑︁
𝑛=1

𝑛−1∑︁
𝑠=1

Im
(
V𝑛,𝑠 −V(𝑚−1)𝑛,𝑠

)
× 𝜕𝑧4

𝜕Im
(
V(𝑚−1)𝑛,𝑠

)
(32)a

s.t.(27)𝑏 − (27)𝑑. (32)b

In this case, optimization problem (32) becomes a SDP
problem. Thus, we can efficiently solved by applying convex
optimization tools, e.g., interior point methods or the CVX
package [24]. However, since the obtained optimal solution
V∗ is not necessarily rank-one, we need to further apply
Gaussian randomization to obtain Θ. The detailed steps of
Gaussian randomization are outlined in Algorithm 1.
In summary, this section proposes an AO-based algorithm
to maximize computation rate. Firstly, we derive the
closed-form solution for W. Afterwards we achieve
the closed-form optimal solution of 𝑓𝑘 by solving the
subproblem (11). Then, we optimize p by using variable
substitution and SCA-based iterative algorithm. Finally, Θ is
optimized by applying variable substitution and SDR-based
iterative algorithm, where the four subproblems are optimized
alternately.

3.5 Complexity Analysis

We define the computational complexity of each iteration as
𝐽𝑖𝑡𝑒𝑟 , and the maximum number of iterations as 𝐽. Then, the
computational complexity upper bound can be denoted by
O(𝐽𝐽𝑖𝑡𝑒𝑟 ). Note that the computational complexity comes



from part "repeat" in Algorithm 1. Firstly, in the process of
optimizing V(𝑖𝑡𝑒𝑟 ) , its complexity is O((𝐾𝑀)4). Secondly,
in the process of optimizing { 𝑓𝑘} (𝑖𝑡𝑒𝑟 ) , because of constant
operation, its computational complexity is 𝐾 . Furthermore,
in the process of optimizing p(𝑖𝑡𝑒𝑟 ) , we define the maximum
number of iterations for the optimization problem (21) as 𝐽1,
resulting in a computational complexity of O(𝐽1𝐾2). Finally,
there are two parts involved in the process of optimizing
Θ(𝑖𝑡𝑒𝑟 ) . One part is the optimization of V, where we define
the maximum iterations of problem (32) as 𝐽2, the complexity
is O(𝐽2 (𝐾 + 𝑁2)3.5) according to reference [24]. The other
part is to recover Θ(𝑖𝑡𝑒𝑟 ) by using Gaussian randomization.
There are Ω loops and 𝑁-dimensional vector multiplications,
thus the complexity is O(Ω𝑁). Therefore, the complexity
of optimizing Θ(𝑖𝑡𝑒𝑟 ) is O(𝐽2 (𝐾 + 𝑁2)3.5) + O(Ω𝑁). As
a result, the total complexity of the proposed algorithm is
O(𝐽 ((𝐾𝑀)4 + 𝐾 + 𝐽1𝐾2 + 𝐽2 (𝐾 + 𝑁2)3.5 +Ω𝑁)).

4. NUMERICAL RESULTS

In this section, numerical results are presented to evaluate
the superior performance of the proposed MISO-based MEC
system with IRS in terms of computation rate. We consider
using the Cartesian coordinate system to illustrate the relative
locations of user 𝑘 , IRS, and AP, which is shown in Fig.2.
Specifically, the relative coordinates of AP, IRS, and user
𝑘 are (𝑥𝐴𝑃 , 0), (0, 𝑦𝐼𝑅𝑆) and (𝑥𝑘 , 𝑦𝑘), respectively, and 𝐾
users are uniformly distributed in a circular cell centered
at (𝑥𝐷 , 0) with radius 𝑟𝑑 . Besides, the distance between
user 𝑘 and IRS, between IRS and AP and between user
𝑘 and AP are denoted as 𝑑1 =

√︃
(𝑦𝐼𝑅𝑆 − 𝑦𝑘)2 + 𝑥2𝑘 , 𝑑2 =√︃

𝑥2
𝐴𝑃
+ 𝑥2

𝑘
and 𝑑3 =

√︃
(𝑥𝐴𝑃 − 𝑥𝑘)2 + 𝑦2𝑘 , respectively. The

distance-dependent path loss is modeled by 𝑃𝐿 = 𝛽𝑑−𝛼.
Here, Euclidean distance, the path loss and corresponding
exponent are denoted by 𝑑, 𝛽, and 𝛼, respectively.

( )x m

( )y m
IRS

AP

AP( ,0)x

IRS(0, )y
User k ( , )k kx y

( ,0)Dx
dr

1d 2d

3d

Figure 2 – The relative locations of user 𝑘 , IRS, and AP.

In addition, we assume the small-scale fading between
user 𝑘 and IRS, and that between IRS and AP, following
Rayleigh fading channel model, while that between user and
AP experiences Rician fading channel model. Meanwhile,
the Rician factor is set as 3. Without otherwise
specified, we set 𝐾 = 3, and the path loss exponents
for user-to-AP, user-to-IRS, and IRS-to-AP links are 3,
2.5 and 2.2, respectively. Besides, we set 𝐴=-30dB,
𝑥𝐴𝑃=40m, 𝑦𝐼𝑅𝑆=12m, 𝑥𝐷=-15m, 𝑟𝑑=8m, 𝑁=40, 𝐵=2MHz,
𝑀=4, 𝑃𝑚𝑎𝑥

𝑘
=30dBm, and the noise power is -174dBm/Hz.
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Figure 3 – The total computational bits versus the maximum
available transmission power.
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Figure 4 – The total computational bits versus the number of
IRS elements 𝑁 .

Moreover, the maximum CPU frequency is 𝑓 𝑚𝑎𝑥
𝑘

=

109cycles/s, the CPU chip coefficient of the CPU is 𝜉𝑘 =

10−28, and 𝐶 = 103 cycles/bit.
Fig.3 shows the total computational bits versus the maximum
available transmission power 𝑃max

𝑘
. We can observe that

the total computational bits increases with the increase
of 𝑃max

𝑘
for all schemes, which clearly indicates that all

schemes have consistent variation characteristics. Moreover,
our proposed scheme obtain a substantial gain over the
other three benchmark schemes, and the gap becomes larger
as the maximum available transmission power increases.
It implies that the proposed partial offloading scheme
can intelligently allocate computation tasks, thus improve
computing efficiency compared to the full offloading
schemes. In addition, the introduction of IRS adds a new
dimension for improving the diversity gain of the AP receiver,
enhancing the signal reflection and reception efficiency. As
a result, the proposed scheme can bring extra performance
gain in comparison with the schemes without IRS.
Fig.4 further shows the total computational bits versus 𝑁 .
We can observe that the schemes without IRS do not change
as 𝑁 increases. Next, for the IRS-aided schemes, the
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Figure 5 – The total computational bits versus the number of
receiver antennas 𝑀 .
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Figure 6 – The total computational bits versus the iterations.

total computational bits increases with 𝑁 , which clearly
demonstrates that the proposed scheme and the IRS-aided full
offloading scheme with NOMA exhibit consistent trends. The
reason is that the addition number of 𝑁 can further improve
the offloading efficiency, thereby effectively improving the
computational offloading performance. Moreover, IRS plays
a vital part in improving computational bits, as it can increase
the transmission rate and thus enhancing the computational
offloading performance.

Fig.5 plots the total computational bits versus 𝑀 under
different bandwidths 𝐵 and transmission strategies. We can
observe that the total computational bits increases with the
bandwidth increases. This is because introducing MISO and
optimizing the receive beamforming matrix can effectively
improve the system capacity, enhancing the offloading
efficiency. Meanwhile, increasing the number of antennas
and bandwidth improves the offloading efficiency, thereby
enhancing the overall system performance. In addition,
we can see that the NOMA-based scheme significantly
outperforms the partial offloading scheme with OMA in
terms of the total computational bits. The reason is that
under the same bandwidth, compared to OMA, NOMA
transmission strategy can dramatically improve the spectral

efficiency, thus increasing the offloading capability and the
total computational bits.
Fig.6 presents the total computational bits versus the
iterations under different number of receiving antennas at
AP. We set 𝑁 = 40 and 𝑃max

𝑘
= 30dBm. It can be observed

that under different antenna numbers, the total computational
bits can converge within 7 iterations, and the value after
4 iteration is already close to the final converged value.
This validates that the proposed algorithm can converge
quickly and effectively. Besides, we can see that the total
computational bits improves as 𝑀 increases.

5. CONCLUSION

In this paper, we considered a MISO-based MEC system
with IRS. To assess the computational performance, we
studied the joint receiver beamforming, CPU frequency,
transmission power, and the IRS phase shifts problem to
maximize the computation rate. An AO algorithm was
developed to solve the challenging non-convex problem.
Firstly, we split the orginal problem into four subproblems
and then solve the subproblems alternatively. Then, closed
form optimal solution were derived to optimize receiver
beamforming matrix and CPU frequency. Finally, we
exploited SCA-based iterative algorithm and SDR-based
iterative algorithm to optimize transmission power and IRS
phase shifts, respectively. It was proved that our proposed
MISO-based MEC system with IRS can achieve superior
computational performance compared to four benchmark
schemes.
The substantial gains in computational rate achieved by the
proposed system highlight its potential to support emerging
applications with computation-intensive and delay-sensitive
in B5G/6G networks. For example, in augmented reality
services, the enhanced computational capacity can enable
real-time rendering of high-quality graphics and seamless
user interaction. In intelligent transportation systems, the
reduced latency can facilitate real-time processing of vast
sensor data for rapid decision-making in autonomous driving.
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