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Unbalance in SISR 

Gradient not evenly distributed and
the patches featuring smaller
gradients account for the majority

Gradient distribution from random samples of a DIV2K 



Unbalance in SISR 

Examples for different Picture Information 
Content(PIC).

Typical patches with different gradients interval values
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Related Work

• BBN[1](Left)
• RDN[2](Right)
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Main Framework

• Model Generation

Down-sample

Select images

Select patch

Calculate PIC

Qualify patch

Form balanced 
batch
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Main Framework

• Random Filter Sampling 
(RFS)

Input: M – number of randomly selected LR candidate images
N – number of patches for each batch
K – set of PIC distribution interval
T – training data set

1. Initialize sampled vector V = [NULL … NULL]1×k. Randomly select
M low resolution images from training data set T.
2. While V ≠ K:
2.1) Randomly crop each input image to generate one patch p0, p1
… pm-1
2.2) Compute PIC for each patch as equation (1), and output PIC
vector [PIC0, PIC1 … PICm]
2.3) For i = 0: k-1:

If PICi ∈ interval Ni and Vi＜ Ki:
Put current patch into batch

Output: Batch
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Main Framework

• Network Architecture
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Main Framework

• Loss Function

Output comparison from different norms

pLLLf ×+×+= βα 12
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Experiments

Settings
• Training Set: DIV2K.
• Testing Set: Set5, Set14, BSD100, Urban100 and Magna 109.
• Objective Index: PSNR/SSIM.
• Platform: Nvidia GeForce RTX2080 + i9-9900k.
• Learning rate: set the initial learning rate as 2e-4 and decrease it by 0.1 after every 100 epochs.
• Data augment: rotated by 90°/180°/270° randomly.
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Experiments

Bi-cubic degradation
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Experiments

Blur degradation



Experiments

Subjective comparison



Experiments

Ablation Study

Baseline w/o RFS w/o SC L2 L2 + L1

PNSR 32.20 32.15 32.10 32.17 32.19



Experiments

Subjective comparison
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Experiments

• The proposed method utilizes less
than 200 convolution layers which is
less than half of RACN and SAN.

• The subjective and objective output
show the proposed BSR realizes a
better mapping between LR and SR.

 Ablation Study shows the effectiveness
of core modules, i.e. RFS, FMG and
object function.

 Via visualization comparison between
different Lp norm, more attention should
be paied to the combination
optimization.



Conclusions

• The imbalance phenomenon of SR task and the difference between SR and
other CV task are analyzed.

• A BSR framework based on RFS, Architecture and object function
improvement is proposed .

• Experiments on testing set show that this method is superior to the SOTA
methods.
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