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Objective

cow or bull?

I have
no idea

© Fontanarrosa

Real World Decision rule
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The general problem can be written as:

 
𝜔0: 𝑥 = 𝑏
𝜔1: 𝑥 = 𝑏 + 𝑠

hypothesis “noise alone”

hypothesis “signal + noise”

The aim is to build a classifier d, or a decision rule d

which minimizes a criteria (e.g. the error probability)

𝑃𝑒 𝑑 = 𝑃 𝑑 𝑿 ≠ 𝑌

where 𝑿 is an observation and is 𝑌 the associated hypothesis.

The strategy to design a solution to this problem depends on the nature of 

the available information on the problem

Detection Problem

© Fontanarrosa
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• If 𝑿 is grey and weight 𝑿 > 𝟏𝟎𝟎𝟎, then

• 𝑿 is an elephant

• else

• 𝑿 is a mouse

• Needs and expert to translate knowledge into rules; are complex, long, not
reliable.

Rule based

•

Hypothesis testing

Resolution Approaches

 
𝐻0: 𝑋 ∈ 𝜔0 𝑋~𝑝 𝑋|𝜔0

𝐻1: 𝑋 ∈ 𝜔1 𝑋~𝑝 𝑋|𝜔1
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Bayes test

 
𝐻0: 𝑋 ∈ 𝜔0 𝑋~𝑝 𝑋|𝜔0

𝐻1: 𝑋 ∈ 𝜔1 𝑋~𝑝 𝑋|𝜔1

𝑃𝑒 = 𝑃 𝐷0|𝜔1 𝑃 𝜔1 + 𝑃 𝐷1|𝜔0 𝑃 𝜔0

𝑃 𝑥|𝜔1 𝑃 𝜔1

𝐷1

>
<
𝐷0

𝑃 𝑥|𝜔0 𝑃 𝜔0

𝑃 𝑥|𝜔1

𝑃 𝑥|𝜔0

𝐷1

>
<
𝐷0

𝑃 𝜔0

𝑃 𝜔1

𝑞 𝑥 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

Likelihood
ratio

minimize
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Bayes test – Example: Gaussian case

𝑃 𝑋|𝜔𝑖 = 2𝜋 −  𝑑 2 Σ −  1 2 𝑒−  1 2 𝑋−𝑀𝑖
𝑇Σ−1 𝑋−𝑀𝑖

 
𝑃 𝑋|𝜔0 ~𝒩 𝑀0, Σ

𝑃 𝑋|𝜔1 ~𝒩 𝑀1, Σ
, 𝑋 ∈ ℝ𝑑 𝑃 𝜔0 = 𝑃 𝜔0 =  1 2

𝑙𝑜𝑔 𝑞 𝑋 =
1

2
𝑋 −𝑀0

𝑇Σ−1 𝑋 −𝑀0 −
1

2
𝑋 −𝑀1

𝑇Σ−1 𝑋 −𝑀1

𝑀1 −𝑀0
𝑇Σ−1𝑋 +

1

2
𝑀0

𝑇Σ−1𝑀0 −
1

2
𝑀1

𝑇Σ−1𝑀1

𝐷1

>
<
𝐷0

0

𝑞 𝑥 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

𝑉𝑇 𝑈
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• 𝑝 𝑋|𝜔0 and 𝑝 𝑋|𝜔1 has to be known …

Knowing the distribution function

• Can asume that

• 𝑝 𝑋|𝜔0 and 𝑝 𝑋|𝜔1 ⊂ ℱ𝜃

• then estimate 𝜃 based on data and plugin the
estimator in the decision rule

If that is not the case

Real World Problems 
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Learning Model

generator

learner

supervisor
𝑥

𝑦

 𝑦

𝐴𝑛 = 𝒙1, 𝑦1 , 𝒙2, 𝑦2 , … , 𝒙𝑛, 𝑦𝑛 ← training set of data

The knowledge of the probabilistic model is replaced by

𝑑 𝒙, 𝜃 ∈ 𝒟



26-28 November

Santa Fe, Argentina

Non Parametric Methods

Data gathering
(sensors)

Data processing
/ Feature
extraction

Normalization

Data analysis
Classifier

design
Performance 

estimator
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Non Parametric Methods

Parzen density
estimator

k-nearest neighbor
estimator
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kNN Method

𝜈
 Centered at the unlabeled 

sample a spherical volumen 

𝜈 is enlarged

 when 𝑘 samples fall inside

the volumen

 the proportion is counted

 the new sample is labeled

with the most occurent

class.

 For the two classes, 𝑘
should be odd.
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Examples
1NN 15NN
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Support Vector Machines

Problem of Functional Learning

Find within 𝒟 = 𝑑 𝒙, 𝜃 ∶ 𝜃 ∈ Θ , the function which gives the 

best approximation of 𝑦 according to a risk functional

𝐽 𝑑 =  𝑄 𝑑 𝒙, 𝜃 , 𝑦 𝑝 𝒙, 𝑦 𝑑𝒙𝑑𝑦

where 𝑄 expresses the cost associated with each couple 𝒙, 𝑦 .

Example of a cost function: error probability

𝑃𝑒 𝑑 =  𝟙𝑑 𝒙,𝜃 ≠𝑦𝑝 𝒙, 𝑦 𝑑𝒙𝑑𝑦

 𝑦
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Problem of Functional Learning

As the density 𝑝 𝒙, 𝑦 is unknown, the minimization of 𝐽 𝑑 is 

done by plugging an estimator; the empirical risk

𝐽𝑒𝑚𝑝 𝑑 =
1

𝑛
 

𝑘=1

𝑛

𝑄 𝑑 𝒙𝑘 , θ , 𝑦𝑘

𝑃𝑒𝑚𝑝 𝑑 =
1

2𝑛
 

𝑘=1

𝑛

𝑦𝑘 − 𝑑 𝒙𝑘 , 𝒘, b

 𝑦
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Induction principle

𝒘

𝒘, 𝒙 + 𝒃 < 𝟎

𝒘, 𝒙 + 𝒃 > 𝟎𝜔0

𝜔1

A linear classifier can be defined

as:

𝑑 𝒙,𝒘, b = 𝑠𝑖𝑔𝑛 𝒘, 𝒙 + 𝑏

Assuming:

• 𝑦𝑖 =  
−1 𝑥𝑖 ∈ 𝜔0

+1 𝑥𝑖 ∈ 𝜔1

• the classes 𝜔0 and 𝜔1 are 

linearly separable, meaning

– ∃ 𝒘, 𝑏 such that

o 𝒘, 𝒙 + 𝑏 ≥ +1, ∀𝑥𝑖 ∈ 𝜔1

o 𝒘, 𝒙 + 𝑏 ≤ −1, ∀𝑥𝑖 ∈ 𝜔0

Which separating hyperplane is

the best choise?

Should be the one that maximizes

the margin!

- Vapnik (1965, 1992)
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Margin Calculation

𝜌 =
𝑤

𝑤
, 𝑥2 − 𝑥1 =

2

𝑤

Maximizing the margin, is
equivalent to:

• minimizing
1

2
𝑤 2

• under the constrains

𝑦𝑖 𝒘, 𝒙𝒊 + 𝑏 ≥ 1,
1 ≤ 𝑖 ≤ 𝑛

Only valid for linerarly
separable classes

𝒘

𝜔0

𝜔1

𝜌

𝑥2

𝑥1
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Minimization (Lagrange Multipliers)
Minimizing a convex function 𝑓 𝑥 under the constrains 𝑔𝑖 𝑥 ≤ 0, 𝑖 = 1, … , 𝑛
is equivalent to finding the saddle point of the Lagrangian:

𝐿 𝒙, 𝜶 = 𝑓 𝒙 + 

𝑖=1

𝑛

𝛼𝑖𝑔𝑖 𝑥

Optimality conditions made with respect to the Lagrangian:

𝐿 𝒘, 𝑏, 𝜶 =
1

2
𝒘 2 + 

𝑖=1

𝑛

𝛼𝑖 𝑦𝑖 𝒘, 𝒙𝒊 + 𝑏 − 1 , 𝛼𝑖 ≥ 0

Results in null derivatives with respecto to the primal and dual variables:
𝜕

𝜕𝒘
𝐿 𝒘, 𝑏, 𝜶 = 0 and 

𝜕

𝜕𝒃
𝐿 𝒘, 𝑏, 𝜶 = 0

Dual problem to solve:

 𝑖=1
𝑛 𝛼𝑖

∗𝑦𝑖 = 0 and 𝒘∗ =  𝑖=1
𝑛 𝛼𝑖

∗𝑦𝑖𝑥𝑖
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Support Vectors
The optimum separator is:

𝒘∗ =  

𝑖=1

𝑛

𝛼𝑖
∗𝑦𝑖𝑥𝑖

According to the Karush-Kuhn-Tucker conditions:

𝛼𝑖
∗ 𝑦𝑖 𝑤∗, 𝑥𝑖 + 𝑏∗ − 1 = 0, ∀𝑖

Two possible cases:

1. 𝑦𝑖 𝑤∗, 𝑥𝑖 + 𝑏∗ > 1
Then 𝛼𝑖

∗ = 0, meaning that 𝑥𝑖 is not used to calculate 𝒘∗.

2. 𝑦𝑖 𝑤∗, 𝑥𝑖 + 𝑏∗ = 1
Then 𝛼𝑖

∗ ≠ 0 and 𝑥𝑖 is on the margin.
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Linearly Separable Solution
The optimum separator is:

𝒘∗ =  

𝑠𝑣

𝛼𝑖
∗𝑦𝑖𝑥𝑖

The decisión rule is:

𝑑 𝒙, 𝜶∗, 𝑏∗ = 𝑠𝑖𝑔𝑛  

𝑠𝑣

𝒙,𝒘∗ + 𝑏∗

𝑑 𝒙, 𝜶∗, 𝑏∗ = 𝑠𝑖𝑔𝑛  

𝑠𝑣

𝛼𝑖
∗𝑦𝑖 𝒙, 𝒙𝑖 + 𝑏∗
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Classes not linearly separable

𝒘

𝜔0

𝜔1

𝜌

𝑥2

𝑥1

• The problem formulation
has to be modified.

• Missclassified data is
penalized.
– A cost related to the

distance from the sample
to the margin is
considered.

• A new 𝑓 𝑥 is minimized
1

2
𝑤 2 + 𝐶 

𝑖=1

𝑛

𝜉𝑖 , 𝐶 ≥ 0

Penalizes missclassified samples
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Non Separable Solution

• A new 𝑓 𝑥 is minimized

1

2
𝑤 2 + 𝐶 

𝑖=1

𝑛

𝜉𝑖 , 𝐶 ≥ 0

• Under the constraints

𝑦𝑖 𝒘,𝒙𝑖 + 𝑏 ≥ 1 − 𝜉𝑖 , 𝜉𝑖 ≥ 0, 1 ≤ 𝑖 ≤ 𝑛

• C large: small margin, less training errors.

• C small: large margin, more training errors.
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Examples

Bayes: 0.21
Training: 0.26
Test: 0.30

Bayes: 0.21
Training: 0.27
Test: 0.29
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Non-linear Classification

Linear classifiers have limited capabilities.

Can be implemented after a non-linear transformation,

𝒙 → 𝜙 𝒙 = 𝜙1 𝒙 , 𝜙2 𝒙 ,… 𝑇

where 𝜙𝑖 𝒙 are non-linear functions.

A linear classifier with respect to 𝝓 𝒙 is non-linear with

respect to 𝒙.
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𝑧
=

𝑥
2+

𝑦
2

𝑑 𝒙, 𝜶∗, 𝑏∗ = 𝑠𝑖𝑔𝑛  

𝑠𝑣

𝜶𝑖
∗𝑦𝑖 𝒙, 𝒙𝑖 + 𝑏∗𝑑 𝒙, 𝜶∗, 𝑏∗ = 𝑠𝑖𝑔𝑛  

𝑠𝑣

𝜶𝑖
∗𝑦𝑖 𝜙 𝒙 , 𝜙 𝒙𝑖 + 𝑏∗
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Kernel Trick
∀𝒙, 𝒙′ ∈ 𝑿

k 𝑥, 𝑥′ = 𝜙 𝒙 , 𝜙 𝒙′ ℋ

• Almost no conditions on 𝑿

• No need for dot product

• No nned to know 𝜙 𝒙 .

𝑋

𝐻

ℝ

∙,∙

𝜙 𝒙

k ∙,∙
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Kernel Trick

𝑑 𝒙, 𝜶∗, 𝑏∗ = 𝑠𝑖𝑔𝑛  

𝑠𝑣

𝜶𝑖
∗𝑦𝑖𝑘 𝒙, 𝒙𝑖 + 𝑏∗

Projective kernels

Monomial of
degree q

𝒙, 𝒙′ 𝑞

Polynomial of
degree q

1 + 𝒙, 𝒙′ 𝑞

Sigmoidal 1
𝜂0
𝑡𝑎𝑛ℎ 𝛽0 𝒙, 𝒙′ − 𝛼0

Radial kernels

Gaussian 𝑒𝑥𝑝 − 1

2𝜎0
2 𝒙−𝒙′ 2

Exponential 𝑒𝑥𝑝 − 1

2𝜎0
2 𝒙−𝒙′

Uniform 1
𝜂0
𝟙 𝒙−𝒙′ ≤𝛽0

Epanechnikov 1
𝜂0

𝛽0
2 − 𝒙 − 𝒙′ 2 𝟙 𝒙−𝒙′ ≤𝛽0

Cauchy 1
𝜂0

1

1+  𝒙−𝒙′ 2 𝛽0
2

… and also:

• 𝑘1 𝑥, 𝑥′ + 𝑘2 𝑥, 𝑥′

• 𝑘1 𝑥, 𝑥′ . 𝑘2 𝑥, 𝑥′
• …
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Examples
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Parameter Tunning

k-fold cross-validation

Source: www.wikipedia.org

k-fold

• Regular

• Random

LOOCV

• Leave-
one-out

𝐸 =
1

𝑘
 

𝑖=1

𝑘

𝐸𝑖
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Conclusions

©
 F

o
n
ta

n
a
rro

s
a

Do NOT use 
ML as a 

black box

Focus on the concept 
of the method

Aware of 
the 

knowledge 
of the 
system

Correct selection of 
the method used

Every 
problem is 

unique
Choose wisely
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Thank you


