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Growing Concern: Medical Data Breaches 
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Around 5 declared breaches per week, each affecting 500+ people

https://ocrportal.hhs.gov/ocr/breach/breach_report.jsf
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Technologies for Privacy and Security Protection
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Traditional Encryption Homomorphic Encryption
Secure Multiparty 

Computation

Trusted Execution 
Environments

Differential Privacy
Distributed Ledger 

Technologies (Blockchains)
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Homomorphic Encryption
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compute (∘)
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Homomorphic encryption enables computations directly on encrypted data.
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to be developed for the identified use cases and solutions. Subsequently the benchmarking system 

itself has to be implemented. 

5 Benchmarking pipeline 

Here, we outline a proposal for a benchmarking pipeline that will be applicable to many different 

scenarios. At the core of the evaluation framework contains a undisclosed test set on which models 

will be evaluated. 

The pipeline is summarized in Figure 2. 

 
NOTE: Private data: One's own data for training purposes; Undisclosed data: test data not available to algorithm developers. 

Figure 2: A benchmarking pipeline 

The benchmarking pipeline consists of the following steps: 

1) FG-AI4H enables creation of public data repositories wherever possible 

Most modern approaches to building AI models involve training on existing data sets. FG-

AI4H will work to enable the creation of publicly available high-quality (accurate, reliable, 

verifiable) data sets to foster the creation of a diverse ecosystem of actors who want to 

participate in the benchmarking process. 

2) Participants build AI models based on public data and other (undisclosed) data sources 

Participants will train their models based on a clear problem definition which is crucial for the 

success of a benchmark. This needs to include the quantitative measure according to which 

the benchmark will be assessed. 

3) Models are submitted to a benchmarking platform like crowdAI, which checks the 

eligibility of the model 

Models will be submitted to agreed upon benchmarking platforms (such as 

www.crowdAI.org). The eligibility of the models must be defined on a case-by-case basis, but 

should include minimum requirements such as a maximum run time, and a maximum memory 

requirement. 

FG-AI4H Benchmarking Pipeline [1]

[1] Salathé M, Wiegand T, Wenzel M and Kishnamurthy R, Focus Group on Artificial Intelligence for Health, White paper https://www.itu.int/en/ITU-T/focusgroups/ai4h/Documents/FG-
AI4H_Whitepaper.pdf 

Malicious adversary

• Steal data in order to 
take an unfair 
advantage

• Tamper with the 
evaluation protocol
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Privacy-Preserving Approach Permissioned distributed ledger

Collective authority

= ++
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• Trust is distributed within the collective authority => no single point of 
trust/failure

• Test data confidentiality is protected end-to-end with collective 
homomorphic encryption

• Accountability and transparency are provided by the use of 
permissioned distributed ledger where all actions are immutably 
logged



DPPH – Data Protection in
Personalized Health

• 5 research groups across the ETH domain + SDSC (Swiss 
Data Science Center)

• Funding: 3 Millions CHFrs

• Duration: 3 years (4/2018 - 3/2021)

• Funding Program: ETH PHRT (Personalized Health and 
Related Technologies)

https://dpph.ch

LCA1: Systems 
for privacy-

conscious data 
sharing

DEDIS: 
Distributed and 
Decentralized 

Trust

GR-JET: 
Fundamental 
cryptography

Fellay Group: 
Medical 

application

SDSC: Data 
Science 

Infrastructure 
and Deployment

Health Ethics 
and Policy: Legal 

and Ethical 
analysis

Project goals:
• Address the main privacy, security, scalability, and ethical challenges of data

sharing for enabling effective P4 medicine
• Define an optimal balance between usability, scalability and data protection
• Deploy an appropriate set of computing tools
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DPPH Long-Term Vision

RDN: Regional Data Node
DCC: Data Coordination Center

BioMed
IT RDN

BioMed
IT RDN

BioMed
IT RDN

BioMed
IT RDN

BioMed
IT RDN

SPHN
DCC

Platform requirements

- Interoperability (workflow and data)
- Reproducible research
- Big data scalability
- Auditability and Traceability
- Distributed data
- Secure data access
- Data protection compliance
- Privacy-conscious processing

º

A One-Stop Shop for Collaborative Research
on Health Data in the Context of Swiss Personalized Health Network

… …

DPPH Blockchain
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Envisioned Nation-Wide Deployment
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Q1: How many patients 
with BRCA1 and breast 
cancer?

Q2: What is the survival rate for
cancer patients undergoing a       
given chemotherapy?

Year 2 & 3: 
tiered 

deployment, 
extra 

functionality

Year 1: small-
scale 

prototype, 
simple 
queries



Data Protection for Personalized Health
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Swiss Personalized Health Network

GA4GH has its own workstream on
data security

At the international level, see notably:



Drynx

SELECT

sum/count/frequency count
max/min
variance/standard deviation
and/or
Set intersection/union
Cosine similarity

linear regression
logistic regression

… FROM DP1, …, DPn WHERE … GROUP BY/LIKE/… …

• Enable computations on federated databases while protecting individual’s privacy and 
data confidentiality

• In Drynx, no entity has to be individually trusted in order to provide both privacy and 
robustness

• Adversaries can be malicious (and not just honest-but-curious)
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Linear Regression Query (1/5)
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? SELECT Linear Regression 
X=[blood_pressure, heartbeat, 
…], Y=[cholesterol_rate]
WHERE patient_age in [50-90]



Linear Regression Query (2/5)

Q

Verifying Node

Data Provider

Q Querier

Computing 
Node

DP1

DP2

CN1

VN1

VN2

VN3

VN4

VN5

VN6

VN7

DP3

DP4

DP6

DP7

DP5 DP8

CN2 CN3

CN4 CN5 CN6 CN7

13

? SELECT Linear Regression 
X=[blood_pressure, heartbeat, 
…], Y=[cholesterol_rate]
WHERE patient_age in [50-90]

?

?

?

?

??

?

?

Assume dataset distributed over the DPs with D features x1, …, xD an a label value y such that y ≈ c0 + c1x1 + … + cDxD



Linear Regression Query (3/5)
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Each DP computes and sends:

∑xj,n , ∑xj,n xj,c , ∑yj , ∑yj xj,n d, 

∀ j,n 𝛜 {1,2,…D}, j≠n

j j j j

Assume dataset distributed over the DPs with D features x1, …, xD an a label value y such that y ≈ c0 + c1x1 + … + cDxD



Linear Regression Query (4/5)
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These data are summed by 
the CNs.

Assume dataset distributed over the DPs with D features x1, …, xD an a label value y such that y ≈ c0 + c1x1 + … + cDxD



Linear Regression Query (5/5)
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Such that the querier
can solve

n           ∑xu,1         …     ∑xu,D c0 ∑yu

∑xu,1           ∑x2
u,1       …       ∑xu,1 xu,D c1 ∑yu xu,1

…                        …            …                 …                …                       …

∑xu,D ∑xu,1 xu,D …           ∑x2
u,D cD ∑yu xu,D

All sums are btw. u= 1 and u= total nbr. records

≈

Assume dataset distributed over the DPs with D features x1, …, xD an a label value y such that y ≈ c0 + c1x1 + … + cDxD



Drynx also supports Logistic Regression
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1 
Y. Aono, T. Hayashi, L. Trieu Phong, and L. Wang. Scalable and Secure Logistic Regression via Homomorphic Encryption. ACM CODASPY, 2016. 

LBW = Low birth weight dataset. 9 features http://course1.winona.edu/bdeppa/Biostatistics/Data%20Sets/lowbirtharc.txt

PCS = Prostate Cancer Study. 11 features http://course1.winona.edu/bdeppa/Biostatistics/Data%20Sets/Prostate%20Logistic.txt

Pima = Pima Indians Diabetes 8 features https://www.kaggle.com/uciml/pima-indians-diabetes-database

SPECTF = Single Proton Emission Computed Tomography. 44 features https://archive.ics.uci.edu/ml/datasets/SPECTF+Heart

Scaling factor 102; learning rate 0.1; k = 2; l2-
regularization factor = 1; 80% training, 20% 
testing 

Relies on an approximation of the logistic 
regression cost function1 and achieves an 
accuracy similar to state of the art privacy 
solutions.

http://course1.winona.edu/bdeppa/Biostatistics/Data Sets/lowbirtharc.txt
http://course1.winona.edu/bdeppa/Biostatistics/Data Sets/Prostate Logistic.txt
https://www.kaggle.com/uciml/pima-indians-diabetes-database
https://archive.ics.uci.edu/ml/datasets/SPECTF+Heart


Next Step for Drynx: Neural Networks
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• As usual in Drynx:
• Fully decentralized architecture

• Data stay with each data provider

• Resistance against colluding, malicious adversaries

• More on this in a few months 



MedCo: Customized Drynx for Health

Main features:

• Secure outsourcing enabled by 
collective encryption of the data

• End-to-end data protection 
through homomorphic encryption

• Compliance wrt to regulations (e.g., 
GDPR)

• Increased flexibility and lower 
costs wrt standard approaches of 
data sharing
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Cloud-based 
SPU

Clinical Site

Clinical Site

Clinical Site

Governmental SPU

Clinical Site with 
local SPU

Raisaro JL, Troncoso-Pastoriza JR, Misbach M, Gomes de Sá ES, André J, Pradervand S, Missiaglia E, Michielin O, Ford BA, Hubaux JP. MedCo: Enabling Secure and Privacy-
Preserving Exploration of Distributed Clinical and Genomic Data. Accepted for publication in IEEE/ACM Transactions in Computational Biology and Bioinformatics



MedCo: Combining the best of Information 
Security and Medical Informatics

UnLynx
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DISCLAIMER
MedCo is a generic concept and it is not fundamentally tied to these technologies, but can be 

adapted and integrated to other ones

Data model

Interoperability layer
Meta API

Privacy-preserving 
computing framework

Modern GUI



Events on Genome Privacy and Security
• Dagstuhl seminars on genome privacy and security 2013, 2015 

• Conference on Genome and Patient Privacy (GaPP)
• March 2016, Stanford School of Medicine

• GenoPri: International Workshop on Genome Privacy and Security 
• July 2014: Amsterdam (co-located with PETS)
• May 2015: San Jose (co-located with IEEE S&P)
• November 12, 2016: Chicago (co-located with AMIA)
• October 15, 2017: Orlando (co-located with Am. Society

for Human Genetics (ASHG) and GA4GH) 
• October 3, 2018, Basel (co-located with GA4GH) 

• iDash: integrating Data for Analysis, Anonymization and sHaring
(already in previous years)
• October 14, 2017: Orlando

• Inst. For Pure and Applied Mathematics (IPAM, UCLA)

Algorithmic Challenges in Protecting Privacy for Biomed Data

10-12 January, 2018

• DPPH Workshop, 15 February 2018

 Lots of material online 21DPPH18.epfl.ch



“genomeprivacy.org”

Community website
• Searchable list of publications on genome privacy and security

• News from major media (from Science, Nature, GenomeWeb, etc.)

• Research groups and companies involved

• Tutorial and tools

• Events (past & future)
22



Machine
Learning

System
Security

Content
Protection

Smart
Contracts

Privacy
Enhancing

Technologies

Personalized
Health

Software
Verification

Cyber
security

Data
Mining

Collaboration ecosystem
• 30+ EPFL laboratories
• 10+ Organizations

The Center for Digital Trust @EPFL https://c4dt.org/

Reinvent trust for the digital society
• Center of expertise
• One-stop-shop
• Community

Crypto
graphy

Media
Security

Blockchain

https://c4dt.org/


Conclusion

• Worldwide, the confidentiality of health data is in jeopardy

• Standardization and regulation of AI in health can only be achieved if 
people trust the whole process to be safe, secure and fair 

• Advanced privacy-enhancing technologies can be effective enablers 
to achieve FG-AI4H goals

• Synergy to be explored between FG-AI4H and GA4GH (Global Alliance 
for Genomics and Health)

• Check our projects and tools:
• https://DPPH.ch
• https://MedCo.epfl.ch
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