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What is VCM?

Video Coding for Machine
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Why do we need VCM?

 Video has occupied a very large portion of internet traffic.
• More and more video are consumed by machines.
• Automation, analysis and intelligence without or with human intervention -> 

machine vision or hybrid vision
• Machine-to-Machine (M2M) devices and connections are fast growing.
• Machine vision is different from human vision.
• Different purpose and evaluation metrics
• Video coding for machines becomes an important topic.

Source: Cisco Annual Internet Report (2018–2023) White 
Paper
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MPEG VCM

ISO/IEC JTC1/SC29 WG2 committee created the VCM Ad-Hoc Group in July 2019



5

Use cases

Use Cases：

Scope:

Machine Tasks:

• Video Surveillance

• Smart Traffic

• Smart City

• Smart Industry

• Smart Content

• Consumer Electronics

VCM

• Define a bitstream from compressed video or extracted feature, which can be 
used for a variety of machine tasks, and ensuring high compression efficiency 
and machine intelligent task performance at the same time.

• Object Detection

• Instance 
Segmentation

• Image Reconstruction

• Super Resolution

• ....

• Object Tracking

• Event 
identification

• Event Prediction

• Density Prediction

• ...
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VCM empowers the machine vision industry

 Video based and feature based compression 

experiments are carried out for each sub-tasks. 

Additional application scenarios need to be refined and 

researched, including: Smart glasses, unmanned store, 

unmanned warehouse, robots, smart 

fishery/agriculture, AR/VR gaming, etc.
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Potential benefits

Coding video for machines

ü Low bit-rate

ü High precision

Coding video for human and machines

ü Low bit-rate

ü High precision

ü High fidelity

Coding feature for machines

ü Balancing computation load

ü Privacy protection
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VCM architectures
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Requirements

Video coding 
• Coding efficiency shall be significantly improved compared to that of state-of-the-art 
• standards.
• Support various intelligent task accuracy, human vision quality and bitrate.
• Either machine only or hybrid machine and human consumption shall be supported.

Feature extraction
• Computational offloading shall be supported.
• Privacy protection shall be supported.

Feature coding
• Coding efficiency shall be competitive compared to the state-of-art video coding 

solution.
• Support various intelligent task accuracy and bitrate.
• The coding technology shall support machine consumption and support multiple tasks.
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Evaluation Methodology

Anchors are generated using current SOTA technologies, and received 

technical proposals are compared to anchors according to two aspects: 

Coding performance and machine task performance.
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Evaluation Methodology

Five machine vision tasks are selected to cover the main tasks identified in 

the use cases.

Five Datasets with suitable license terms are adopted for evaluation.
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Evaluation Metrics

Bits per pixel (BPP) is used to measure bitstream cost for image dataset.
Bitrate in kbps is used to measure bitstream cost for video dataset.
BD-rate and BD-mAP/BD-MOTA/BD-fmAP are used to compare a 
proposed solution to the anchor solution for a single task.
Excel template is used to compute metrics. 
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Anchor Generation

For each intelligent task (like object detection, object segmentation, object 

tracking, etc.), the anchors are generated following a fixed pipeline: Preprocessed 

using ffmpeg4.2.2, Coded using VTM 12.0 with 4 different resolutions (100%, 75%, 

50%, 25%) and 6 different QPs (22, 27, 32, 37, 42, 47).
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Received Technologies

The Received Technologies can be classified into two categories:
 Category 1 (Track 1): Feature Coding
    The input to the codec is usually feature map from a neural network.

    (a) Coding features directly
    (b) Coding features as images using existing codec

Category 2 (Track 2): Image/Video Coding:
    The Codec module typically follows a video-in-video-out manner.

    (a) End-to-End Coding
    (b) Descriptor based Coding 
    (c)  Enhancing Image Coding for Machines with Compressed Feature Residuals
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Received Technologies: Feature Coding

Category 1(a): Packed features are coded directly

Features are directly coded with new coding kernels, typically follows a Quantization + 
Entropy Coding manner which achieves close performance as coding images using VTM 
codec

DCT/DWT + CABAC
 (m58000)

PCA + deepCABAC
(m58787)

kmeans + BAC
(m56749)

Channel Correlation 
measure based on KL-
Divergence(m57394)
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Received Technologies: Feature Coding

Category 1(b): Packed features are coded using video codec

Features are packed as images or videos and coded using VVC. The order of channels are 
enhanced so that the prediction module in VVC can perform at it best. Resulted 
bitstreams are much larger than those from VCM anchor solution

(m58081)
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Received Technologies: Image/Video Coding
Category 2(a): End-to-end Learning Based Codec
Image compression network: Cheng2020, bmshj2018_hyperprior, or modified mbt2018-
mean network
Jointly trained with VCM object detection network in which its parameters are fixed.
• Inverted Bottleneck Structure + Joint Optimization of MSE, bitrate, and task  

accuracy(m56416), a maximum BD rate gain of 28.09% is achieved.

• MS-SSIM optimized Cheng2020 network(m58050), a BD-rate gain of 23.56% is 
achieved.
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Category 2(b): Descriptor based Codec
Images are seperated into foreground and background using a pre-detection, 
and the foreground is coded using a lower  QP while background is coded with 
a higher QP.
Region Based Coding with Machine Attention(m56572), a BD-rate gain of 
30.76% is achieved

Received Technologies: Image/Video Coding
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Received Technologies: Image / Video Coding

Category 2(c). Enhancing Image Coding for Machines with Compressed Feature Residuals
• CityScapes dataset is used. Fast R-CNN as the object detection task network
• Compared to VVC/H.266, achieve BD-rate gain 40.5%

(m58072)
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Two-Track Work Plan 

In October 2021 MPEG meeting, it was decided to split MPEG VCM 
work into two tracks:

• Track 1 – Feature extraction and compression
ü Draft CfE: April 2022
ü CfE: July 2022

• Track 2 – Images and video compression
ü Draft CfP: January 2022
ü CfP: April 2022
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Exploration Experiments(EEs)

VCM

Seperate 
Discussions

&
Roadmaps

Track 1:
Feature 
Coding

Track 2:
Image & Video 

Coding

EE #1:
Feature 

Compression

EE #2:
Learning 

Based Codec

EE #3:
Multi-tasks 
for Hybrid 

Vision

Call for Proposals
(CfP)

Call for Evidences
(CfE)

Timelin
e

136

137

138
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EE1: Feature Compression

EE1 was launced with the target of better understanding contributed technologies 
related with feature compression for VCM.

Anchors
1. Codec:
 - VTM 12.0
2. Network Split point:
 - Faster R-CNN X101-FPN Stem layer
 - Faster R-CNN X101-FPN p2-p5
 - YOLOv3 layers 75, 90, 105
 - DarkNet-53 Split Point
3. Tensor to YUV:
 - Each channel packed in a raster-scan order 
filling the frame area. And form a YUV400 file.
4. Machine Task:
 - Object Detection
5. Dataset:
 - Open Images

Technologies
1. Quantization:
 - kmeans
 - PCA
 - Normalization + z-score
 - DCT, DWT
 - ...
2. Channel Correlation
 - Feature prediction using KL-Divergence, Levene Test, 
and Linear Correlation
 - Enhancing Image Coding with Compressed Feature 
Residuals
 - ...
3.  Channel Reordering
 - Reorder according to means
 - Coding block aligned resizing
4. ...

Compared 
to
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EE2: Learning based Codec

EE2 was launced with the target of studying the performance of learning-based 
compression for machine vision tasks including end-to-end training-based 

compression method.

1. Compressor 1: Cheng2020
2. Compressor 2: bmshj2018_hyperprior
3. Compressor 3: mbt2018-mean with inverted 
bottleneck
4. Compressor 4: MS-SSIM optimized Cheng2020-
anchor

Four experiments

Three tasks
Object Detection, Instance Segmentation, Object 
Tracking

Jointly Optimized Using Machine Task Accuracy, Fidelity 
Measures, and bpp
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EE3: Multi-tasks and Hybrid Vision

EE3 was launced with the target of studying the performance of technologies that 
support multi-tasks with hybrid machine/human vision.

1. Region-based coding with machine attention
2. OoI(Object of Interest) based coding with machine 
description
3. End-to-end learning-based compression trained on 
object detection and inferenced on other tasks

Three experiments

Three tasks
Object Detection, Instance Segmentation, Object 
Tracking

Compressing Image or Videos for Down--stream Tasks 
with the Guidance of Up-stream Features
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Relevant study in SG16

FG-AI4AD
AI for autonomous and 

assisted driving

FG-VM
Vehicular Multimedia

Q12/16
Intelligent visual systems 

and services

Q21/16
Multimedia framework, 

applications and services

Q5/16
Artificial intelligence-
enabled multimedia 

applications

VCM
Video coding for machines

• VCM focus on the video/image/feature coding technology 
• Supporting V2X, video surveillance, unmanned aerial vehicle, smart manufacturing 

applications related to machine vision including Q5, Q12, Q21, FG-VM, FG-AI4AD of 
ITU-T SG16.
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DCM: Data coding for machine-intelligence

• Work scope
• Applications oriented machine intelligence and human-machine 

intelligence

• Representation and data coding for video, audio and other data 
information 

• Propose national standard suggestion

• Encourage Chinese experts to participate in international standardization 
and improve international influences 

Establish Requirement group
Establish 6 AHG
• Anchor generation
• Exploration of new technology

Establish DCM standard group DCM White Paper

2020.0
9

2020.1
1

2021.0
4

2020.0
1

now

2021.
11
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Thank You！
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Q & A


