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Legal Disclaimer

• This presentation contains the general insights and opinions of Intel Corporation (“Intel”). The information in 
this presentation is provided for information only and is not to be relied upon for any other purpose than 
educational. Use at your own risk! Intel makes no representations or warranties regarding the accuracy or 
completeness of the information in this presentation. Intel accepts no duty to update this presentation based 
on more current information. Intel is not liable for any damages, direct or indirect, consequential or otherwise, 
that may arise, directly or indirectly, from the use or misuse of the information in this presentation.

• Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, 
software or service activation. Learn more at intel.com, or from the OEM or retailer.

• No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this 
document.

• Intel, the Intel Core, and the Intel logo and Xeon are trademarks of Intel Corporation in the United States and 
other countries. 

• *Other names and brands may be claimed as the property of others. 

• © 2018 Intel Corporation. 
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Usage Models Requirements/Constraints

• Over the years use cases driving technology developments have similar 
requirements

• Higher bandwidth / throughput to carry ever larger amount of data

• Lower latency

• Scalability to ever increasing number of devices

Massive M2M Reliable Low 

Latency

Enhanced

Mobile Broadband

”Other names and brands may be claimed as the property of others”

Holograms Visual Cloud

Network architecture is evolving toward Edge Computing to address these usage models
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Visual Cloud – A Compelling Workload (1/2)

Visual data sinkVisual data source Network
CORE

NETWORK EDGE

ACCESS

CONTENT
CAPTURE

CONTENT
CREATION

TRANSCODE

CONTENT 
CONSUMPTION

Media Processing & Delivery Media Analytics Immersive Media Cloud Graphics Cloud Gaming
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Visual Cloud – A Compelling Workload (2/2)

Immersive Media

Venue

Backbone 
Network & 

Cloud Viewers
Capture Far 

Edge

Near Edge

Consumption 
Far Edge

Multi-camera 
geometry, 
calibration, 

compression, …

Low latency, High 
BW immersive 

content delivery

Compute 
partitioning for RT 

interpolation & 
rendering 

Deliver 4-5DoF 
content to wide 

Field-of-View VR 
display
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Network 2030 ?
Build

But Transition Toward Network Edge Architecture and Computing is Happening

”Other names and brands may be claimed as the property of others”

2030 ?
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Devices /
Things

MANUFACTURING

TRANSPORTATION

ENERGY

VIDEO

HEALTHCARE

RETAIL

Network
CORE

Cloud
Data Center

Network Hub or
regional Data Center

Edge
Compute Node

DRONES

PHONES

SMART
CITIESPCs

Data creation
Data consumption

There is not “one” edge --- Different Edges from Client/Needs Point of View

Where is the Edge and What is the Edge ?
Build

LATENCY
REDUCTION

RESOURCE
EFFICIENCY

LOCALIZED
SERVICES

PRIVACY & 
SECURITY

MULTI-
TENANCY

…
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Mobile 
Backhaul

Radio 

Access

Access 

Network

Core 

Network

Network

Backhaul

Cloud

DU CU

EPC (4G/LTE)

NGC (5G)

BNG
ONT/ONU OLT

Converged Access Cores Toward the Edge (1/2)

Cellular Access Bandwidth 

& Latency Improved with 5G

Need to Reduce Core Latency 

4G/LTE ~ 5G NGC

Wired 

Access

DU: Distributed Unit (e.g. Radio Resource Head)

CU: Central Unit

EPC: Evolved Packet Core 

NGC: Next Generation Core

ONT/ONU: Optical Net Terminal/Optical Net Unit

OLT: Optical Line Termination

BNG: Broadband Network Gateway

Build
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Radio 

Access

Access 

Network

Edge 

Network

Network

Backhaul

Wire line connection

Cloud

DU

Unified Edge User Plane Function
CU-UP + UPF + M-RAT + BNG-U

OLT

Converged Access User Plane Latency

lower than < 4G/LTE or 5G NGC

CU-CP BNG-CP
Near RT

RIC
Common 

Auth.

Core 

Network

Cellular Access Bandwidth 

& Latency Improved with 5G

Converged Access Cores Toward the Edge (2/2)

M-RAT: Multi Radio Access Technology, e.g. 5G + WiFi

CU-UP: Central Unit – User Plane

UPF: User Plane Function

BNG-U: BNG User Plane

Near RT RIC: Near Real-Time RAN Intelligent Controller

CU-CP: Central Unit – Control Plane
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Information Centric Network (ICN*)

*

ICN: Information Centric Netwrok (e.g. Content Centric Network)

Data (cached) and Compute served closer to the requesting user

Access 

Network

Edge 

Network

Network

Backhaul

Cloud

DU

Unified Edge User Plane Function
CU-UP + UPF + M-RAT + BNG-U

CU-CP BNG-CP
Near RT

RIC
Common 

Auth.

Core 

Network

Data 
Publisher 
(Info A)

Cache 
(Info A)

Cache 
(Info A)

Query – Info A

Build
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Client CLoudConnectivity

Stateless Apps compute

MANUFACTURING

TRANSPORTATION

ENERGY

VIDEO

HEALTHCARE 

RETAIL

DRONES

PHONES

SMART
CITIESPCs

Edge Brings a Paradigm Shift from Client-Cloud Compute Model …
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MANUFACTURING

TRANSPORTATION

ENERGY

VIDEO

HEALTHCARE 

RETAIL

DRONES

PHONES

SMART
CITIESPCs

Client Cloud
Connectivity

Stateful app-centric compute

Edge

Storage

Paradigm Shift Brings new set of challenges …

… To Client-Edge-Cloud Compute Model
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Client-Edge-Cloud Architecture Implications

• How does this redefine the notion of ‘correctness?

• End-to-end, under mobility, failure, etc

• Storage introduces a whole slew of new challenges

• Persistence, replication, availability, …

• Multi-tenancy under a constrained heterogeneous  environment

 Orchestration and Management challenges

• Security and Isolation

• Robust SW frameworks needed to enable an ecosystem around this paradigm
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Intel® Ethernet
Controller

Altera® 
FPGA

Intel®
SSD

Intel® QuickAssist Intel® Quick Sync 
Video

Intel® Resource
Director

Intel 3D 
XPoint

Intel® AtomTM

Processor
Intel® Xeon® 

Processor

SILICON & PLATFORM 
TECHNOLOGIES 

Enterprise & CLOUD CPE
(Routing, SD-WAN, Network Security, 

Application Delivery, Analytics)

Cable 
(vCCAP & PON)

Edge central offices
(vBNG, vEPC, CDN)

Wireless access
(Basestations)

NETWORK FUNCTIONS 

Industry Standard Interfaces with Optimized Perf Libraries  

Differentiated Edge Frameworks 

Cloud Agnostic Edge with Orchestration

Developer Environment & Platform

Open source  
ecosystem

Edge Common 
Software  Stack

New architectures (e.g. neuromorphic)?

Creating an Open End-to-End Testbed
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Next Gen Infrastructure Core (NGIC)

Wireless Infrastructure Core Disaggregation

@

Open Networking Foundation
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SGWMME

Next Generation Infrastructure Core (NGIC)

S11

S1U

Control Data

PGW

• Operators’ real traffic (San Jose, Houston, Chicago, …)

• Identified system’s bottleneck

• “Understanding Bottlenecks in Virtualizing Cellular Core Network functions”,  
IEEE LANMAN ‘15

• No independent control or data scaling

SW Defined Network 
(Separation of Control and 

Data)

SGW-U

Data
ONLY

MME Control Data

PGW-U

Data
ONLY

User Data

• SDN based architecture

• High Perf Match/Action semantic data plane

• Independent & scalable control & data

• Functional EPC per operator’s requirements

Traditional EPC Architecture Disaggregated Architecture

User Data

SDN Controller

”Other names and brands may be claimed as the property of others”

S/PGW - C
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NGIC 
Open Source

Proprietary

SGWC

eNB
(ng4T, FlexRAN, 
Nokia, Samsung)

MME

SDN Controller (ONOS, ODL)
(Optional)

SGWU

HSS

CDR (CSV) 

SGWU
SGW-U

SGW-C

Application Servers

PCRF

S11

S1MME

S1U SGi

Rf,RoREST

ZMQ | OF 1.3 w/ Ext.

Billing

UPF

PGWU
PGWU

PGW-U

PGWCPGW-C

S5/S8

S5/S8

Cassandra DB
Q/R Q/R

REST
IETF DMM FPC
(Forwarding & Policy Control)

• Components operate as bare-metal, VMs or containers

NGIC is an open source reference implementation, not a product

SGX Enclave
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Summary
• Network processing is moving toward the edges, needs to simulate/emulate and 

test the pros/cons of various approaches

• Wireless and Wired Core converging, opportunities for lower latency (and 
CAPEX/OPEX savings)

• ‘Edge’ demands a New Infrastructure paradigm than simply extending the Cloud

• Visual Cloud Workloads offer unique insights for system partitioning challenges

• An ‘open’ E2E testbed – a necessity for creating an Agile and Vibrant ecosystem
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Thank You




