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5G Technology
 The well known pillar 

technologies for 5G
o Enhanced Mobile Broadband 

(eMBB)
o Ultra Reliable and Low Latency 

Communication (uRLLC)
• Mission critical services

o Massive M2M/IoT Communication 
(mMTC)

 Field trials are coming
 Machine learning emerges
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From Driving Assistance to Autonomous Driving
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Green car at 50 MPH 
implies 273 feet 
safe distance
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From Driving Assistance to Autonomous Driving
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Q1: Do we need networking for a 
single autonomous vehicle as good 
as human driving?   

Q2: Do we need networking for a 
single autonomous vehicle more 
reliable and safe than human driving?

Q3: Do we need networking for 
massive operation of AVs?
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ULTRA-LOW END-TO-END LATENCY 
MOBILE NETWORKING AND MASSIVE 
MTC DEVICES

A new technology paradigm emerges
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AI Without Wireless Networking
3/19 /18, 11(02 PMSelf- Driving Uber Car Kills Pedest rian in Arizona, Where Robots Roam -  The New York Times
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TECHNOLOGY

Self-Driving Uber Car Kills Pedestrian in
Arizona, Where Robots Roam
By DAISUKE WAKABAYASHI MARCH 19, 2018

SAN FRANCISCO — Arizona officials saw opportunity when Uber and other

companies began testing driverless cars a few years ago. Promising to keep

oversight light, they invited the companies to test their robotic vehicles on the

state’s roads.

Then on Sunday night, an autonomous car operated by Uber — and with an

emergency backup driver behind the wheel — struck and killed a woman on a

street in Tempe, Ariz. It was believed to be the first pedestrian death associated

with self-driving technology. The company quickly suspended testing in Tempe as

well as in Pittsburgh, San Francisco and Toronto.

The accident was a reminder that self-driving technology is still in the

experimental stage, and governments are still trying to figure out how to regulate

it.

Uber, Waymo and a long list of tech companies and automakers have begun to

expand testing of their self-driving vehicles in cities around the country. The

companies say the cars will be safer than regular cars simply because they take

easily distracted humans out of the driving equation. But the technology is still

only about a decade old, and just now starting to experience the unpredictable

situations that drivers can face.
Single-agent AI of only 
on-board sensors does
not satisfactorily work!
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Computer Vision & 
LIDARs creates 
misjudgments of AI
toward accidents

Vision is Not Safe Enough
To see is not necessarily to believe!
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Fog Computing and Roadside Sensors
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New Technology Paradigm
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Ultra-Low Latency Wireless Networking
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Ultra-Low Latency Wireless Networking
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AI and Mobile 
Computing Meets 
Networking and 
Communication
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NEW ROAD TOWARD URLLC IN 
MOBILE NETWORKING

K.-C. Chen, T. Zhang, R.D. Gitlin, G. Fettweis, “Ultra-Low Latency Mobile 
Networking”, to appear in the IEEE Network Magazine.
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Open-Loop Wireless Communication and 

Proactive network association 
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Delay performance of the 
conventional handover 
schemes, that each IMM is 
served by only one AP, and the 
proposed stochastic network 
optimization procedure are 
shown for different densities 
of randomly distributed IMMs, 
represented 
by 𝜆𝑣. 

[S.-C. Hung, K.-C. Chen, IEEE T-MC, early access]
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Concept of Virtual Cell
 Traditionally, one BS serves 

multiple mobile stations
o Edge of cell suffers low SINR 

and complex handover 
mechanism of closed-loop 
and centralized control 

 Virtual Cell: one mobile 
station is served by multiple 
BSs via cooperative 
communication
o Suitable for virtual networks

o No clearly defined operation
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Edge
Computing

AP

Network
Or	Radio
Slicing

Network
Or	Radio
Slicing

Vehicle-Centric Networking
 Each vehicle is the center (i.e. the only mobile station) of a virtual 

cell. Multiple APs serve this virtual cell.
 Network/Radio slicing of virtual networking at each AP to serve the 

virtual cell.
o Not a new concept
o Lacking of realization of entire system
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The orange vehicle forms 
a virtual cell served by 3 APs 
and each AP supports a radio 
slice of virtual wireless network 
to this virtual cell.

SDN/NFV is needed now!
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Between AV and AN

ITU Workshop, August 2018 KC Chen, USF EE 16

Please recall path-time codes can be exactly applied in multi-path two-hop networking!

Uplink

Downlink
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Between AV and AN
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Please recall path-time codes can be exactly applied in multi-path two-hop networking!

Uplink

Downlink

Cooperative Communication:
• Amplify-and-Forward (AF)
• Decode-and-Forward (DF)
• Compress-and-Forward (CF)
Signal combining methods
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Heterogeneous Computing & Networking 
for Intelligent Mobile Machines
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Anticipatory	Mobility	Management	via	Learning	&	Prediction

Even	using	OMA,	signals	
to	AP	(uplink)	can	not	be	
orthogonal,	and	MUD	is	

needed	for	NOMA

Radio	connection	may	not	
work	due	to	no	physical	
resource	or	outage

Network
Or	Radio
Slicing

Non-Orthogonal Multiple Access & Anticipatory 
Mobility Management & Open-Loop Error Control

ITU Workshop, August 2018 KC Chen, USF EE 19



Department of Electrical Engineering

Anticipatory Mobility Management
 Technology Challenge: 

o Due to proactive network association, anchor node must determine 
candidate APs for ultra-low latency message delivery in the downlink

 Machine learning and artificial intelligence is not only preferred in 
such networking, and is a must. We name as anticipatory mobility 
management. 
o However, it is actually a new problem in machine learning to develop 

the optimal methodology, though many methods might work.
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IEEE Wireless Communications. April, 2017

?
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Machine Learning Applied to Networking

 Machine learning has been applied to wired and 
wireless networks for decades
o Supervised Learning: EM optimization etc. to MIMO 

communications
o Unsupervised Learning: Clustering in distributed networks 

and ad hoc networks
o Reinforcement Learning: Markov decision process and thus 

POMDP and Q-learning, to optimize resource utilization in 
fixed and wireless networks

 Amount and diversity of data gives a new frontier of 
technology opportunities. 

 Common ground between statistical communication 
theory and statistical learning theory
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Big Data Analytics
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Trajectories for 3  different vehicles over a 24h period

Taxi data might be most similar to mission-oriented behavior of autonomous vehicles.
We consider a dataset of more than 12,000 taxis in Beijing for a month.
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Zooming onto the City with All Trajectories
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One Representative Region of Interest
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Randomly Deployed APs
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Randomly deployed APs 
stand for the worst case 
scenario
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Illustration of Connections to a Vehicle 
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Access Point

Local Anchor 
Node 1

Local Anchor 
Node 2

Fog/Edge Networking Only
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25 Access Points within 600m x 600m square area 
in average

Microscopic View
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 n Access Points (APs) associated with a particular Anchor Node (AN)
o This is NOT a traditional vehicular mobility prediction

 Connections for a particular vehicle at a particular time instance 
given by connection vector
o e.g. [0 1 0 0 0 1 0 1] denotes connections to APs 2, 6 and 8 

 Predict the next connection vector given m previous connection 
vectors
o For m = 3, n = 8

0 1 0 1 1 0 0 0

0 1 1 0 0 0 0 1 

1 0 1 0 0 0 1 0

------------------

Y = 0 0 0 1 1 0 0 1

Prediction on Connected APs

X {
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via Big Vehicular Data
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Edge Networking

Representation of 
Knowledge

Prediction
(trying NOT to use GPS data 
due to accuracy and privacy)
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Naïve Bayesian Approach: Benchmark
 Each AP treated independently Y = [Y1 Y2 … Yn]

𝑃 𝑌𝑖 = 1 𝑿

𝑃 𝑌𝑖 = 0 𝑿
=
𝑃 𝑿 𝑌𝑖 = 1 𝑃 𝑌𝑖 = 1

𝑃 𝑿 𝑌𝑖 = 0 𝑃 𝑌𝑖 = 0

 Assume independence over the APs in X as well

0        1        0      …      0

0        1        1      …      1 

1        0        1      …      0

 𝑃 𝑿 𝑌𝑖 = 𝑃 𝑋1 = "001" 𝑌𝑖 𝑃 𝑋1 = "110" 𝑌𝑖 …𝑃 𝑋1 = "010" 𝑌𝑖

X1 X2 X3 Xn

{X
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Benchmark Performance
 Simulation with a maximum of 3 simultaneous connections 

Correctly Predicted # of APs

Actually 
Connected # 

APs
0 1 2 3

1 81.81% 18.18% - -

2 3.47% 29.14% 67.5% -

3 0.53% 4.73% 17.78% 76.94%

Light Green – Past Connections, Light Blue – Predicted Connections
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Benchmark Performance
 Simulation with a maximum of 3 simultaneous connections 

Correctly Predicted # of APs

Actually 
Connected # 

APs
0 1 2 3

1 81.81% 18.18% - -

2 3.47% 29.14% 67.5% -

3 0.53% 4.73% 17.78% 76.94%

Light Green – Past Connections, Light Blue – Predicted Connections

ITU Workshop, August 2018 KC Chen, USF EE 33

The idea of Anticipatory 
Mobility Management 
works and benchmark 

performance shows 
room to improve!
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Learning Process
 The recursive process at tn involves three stages: 

o with observing a new association vector, derive the 
corresponding location and update the transition 
probability between locations 

o based on the derived locations and the transition 
probability, predict the location at time tn+1. 

o according to the predicted location and vectors of APs, 
obtain the prediction for the association vector at tn+1. 
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Figure 2. Illustration of the hidden Markov process that generates the
association vectors. The ⇥’s denote the unobserved locations. The asso-
ciation vectors observed only depend on the corresponding hidden ⇥’s,
according to the connecting rules, and a Markov property of unknown
order exists in the series of ⇥. For the order being 3, for example,
Y (tn ) = [⇥(tn )⇥(tn − 1)⇥(tn − 2 )⇥(tn − 3 )] together with X ’s form a
simple hidden Markov chain.

deliberate considerations about predicting both ”when” and
”what state” under non-stationary environment in a real-time
manner is thus needed.

Thinking further, as thestatus of theassociation vector is
uniquely determined by the location of thevehicle according
to (1), what the core is is actually the unobserved location.
Therefore, the following proposed method is aimed to un-
ravel the information about the location. As shown in Figure
2, the series of locations together with the corresponding
association vectors actually form a hidden Markov process
[18] but of unknown order of time dependence. To com-
plete the process, we need information about the order of
Markovian property and the transition probability. Though
the order of temporal dependence in between is generally
high, a modified representation could suggest the 1st order
Markov process as reasonable, and the Bayes filtering [28],
[29] gives the optimal solution theoretically for the hidden
Markov process of 1st order Markovian. As a result, we
adopted the concept of Bayes filter for solving the problem,
which is also possible to support real-time inference.

4.1. Overview of the Learning Process

Before going into the details, let’s have an overview
about the whole thing to do. The recursive process involves
three stages: Firstly, with observing a new association vec-
tor, we need to derive the corresponding location and update
the transition probability between locations. Secondly, based
on the derived locations and the transition probability, we
will predict the location at time tn + 1. Lastly, according
to the predicted location and (1), we can then obtain the
prediction for the association vector at tn + 1.

4.2. Recursive Bayesian Estimation

Probabilistically, what we want to learn is

PX n + 1 |X 1:n
(xn + 1|x1:n ) (3)

where X i , X i :j are shorthand notations for X (t i ) and
[X (t i )X (t i + 1)...X (t j )] respectively. Taking the location ⇥
into consideration, (3) can be rewritten as

Z

PX n + 1 ,⇥n + 1 |X 1:n
(xn + 1,✓n + 1|x1:n )d✓n + 1 (4)

(a) Possible positioning basing
on information from connected
APs

(b) Possible positioning with ad-
ditional information from discon-
nected APs

Figure 3. Illustration of inferring location from association vector. In case
3(a), with considering connected APs, the enclosed area that the vehicle
possibly locates is the intersection of the coverage area of the connected
APs (yellow coloured). In case 3(b), in addition to the connected APs,
some of the disconnected APs also provide extra information about the
possible location.

and based on the conditional independent property of X
given ✓and the conditional probabilistic factorization, the
integrand in (4) can be further written as

PX n + 1 |⇥n + 1
(xn + 1|✓n + 1)P⇥n + 1 |X 1:n

(✓n + 1|x1:n ) (5)

While the former term PX n + 1 |⇥n + 1
(xn + 1|✓n + 1) of (5) fol-

lows the associating rules in Section 3.2 which is known in
advance, the later term P⇥n + 1 |X 1:n

(✓n + 1|x1:n ) turns out to
be the knowledge to learn, making the prediction of associ-
ation vector into the prediction of the unobserved location.
Based on the Markovian property, there is a recurrence
relation between theposterior belief, P⇥n |X 1:n

(✓n |x1:n ), and
the prior belief, P⇥n |X 1:n − 1

(✓n |x1:n− 1), satisfying

P⇥n |X 1:n − 1
(✓n |x1:n− 1)

=

Z

P⇥n |⇥n − 1
(✓n |✓n− 1)P⇥n − 1 |X 1:n − 1

(✓n− 1|x1:n− 1)d✓n− 1

(6)

and

P⇥n |X 1: n
(✓n |x1:n ) =

PX n |⇥ n
(x n |✓n )P⇥ n | X 1: n − 1

(✓n |x 1:n − 1 )
R

PX n |⇥ n
(x n |✓n )P⇥ n | X 1:n − 1

(✓n |x 1: n − 1 )d✓n
(7)

which forms the basis of the optimal Bayesian solution. For
a more general situation that the ⇥’s exhibit higher order
Markovian property as shown in Figure 2, we can still apply
the recurrence (6) and (7), with only replacing ⇥’s by

Yn = [⇥n⇥n− 1...⇥n− l ] (8)

where l is the order of the Markovian property. It is easily
seen that Y ’s forms a Markov chain, and the conditional
independence property of X given Y still holds.

In the following, we will describe the detail implemen-
tation of (6) and (7) under non-stationary vehicular data.

4.3. Poster ior Belief of the Location

Based on Section 3.2, the information about the location
at one time instant is uniquely contained in the correspond-
ing association vector and is derived as follows. For APs
with state 1, the possible location would only lie inside the
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Recursive Bayesian Estimation
 We intend to estimate

 Taking location Θ into consideration, 

 To form the basis of optimal Bayesian estimation
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Figure 2. Illustration of the hidden Markov process that generates the
association vectors. The ⇥’s denote the unobserved locations. The asso-
ciation vectors observed only depend on the corresponding hidden ⇥’s,
according to the connecting rules, and a Markov property of unknown
order exists in the series of ⇥. For the order being 3, for example,
Y (tn ) = [⇥(tn )⇥(tn − 1 )⇥(tn − 2 )⇥(tn − 3 )] together with X ’s form a
simple hidden Markov chain.
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P⇥n |X 1:n
(✓n |x1:n ) =

PX n |⇥n (xn |✓n )P⇥n | X 1:n − 1
(✓n |x1:n − 1 )

R
PX n |⇥n (xn |✓n )P⇥n | X 1:n − 1

(✓n |x1:n − 1 )d✓n
(7)

which forms the basis of the optimal Bayesian solution. For
a more general situation that the ⇥’s exhibit higher order
Markovian property asshown in Figure 2, wecan still apply
the recurrence (6) and (7), with only replacing ⇥’s by

Yn = [⇥n⇥n− 1...⇥n− l ] (8)

where l is the order of the Markovian property. It is easily
seen that Y ’s forms a Markov chain, and the conditional
independence property of X given Y still holds.

In the following, we will describe the detail implemen-
tation of (6) and (7) under non-stationary vehicular data.

4.3. Posterior Belief of the Location

Based on Section 3.2, the information about the location
at one time instant is uniquely contained in the correspond-
ing association vector and is derived as follows. For APs
with state 1, the possible location would only lie inside the

Figure 2. Illustration of the hidden Markov process that generates the
association vectors. The ⇥’s denote the unobserved locations. The asso-
ciation vectors observed only depend on the corresponding hidden ⇥’s,
according to the connecting rules, and a Markov property of unknown
order exists in the series of ⇥. For the order being 3, for example,
Y (tn ) = [⇥(tn )⇥(tn − 1)⇥(tn − 2)⇥(tn − 3)] together with X ’s form a
simple hidden Markov chain.

deliberate considerations about predicting both ”when” and
”what state” under non-stationary environment in areal-time
manner is thus needed.

Thinking further, asthestatusof theassociation vector is
uniquely determined by thelocation of thevehicleaccording
to (1), what the core is is actually the unobserved location.
Therefore, the following proposed method is aimed to un-
ravel the information about the location. Asshown in Figure
2, the series of locations together with the corresponding
association vectors actually form a hidden Markov process
[18] but of unknown order of time dependence. To com-
plete the process, we need information about the order of
Markovian property and the transition probability. Though
the order of temporal dependence in between is generally
high, a modified representation could suggest the 1st order
Markov process as reasonable, and the Bayes filtering [28],
[29] gives the optimal solution theoretically for the hidden
Markov process of 1st order Markovian. As a result, we
adopted the concept of Bayes filter for solving the problem,
which is also possible to support real-time inference.

4.1. Overview of the Learning Process

Before going into the details, let’s have an overview
about the whole thing to do. The recursive process involves
three stages: Firstly, with observing a new association vec-
tor, weneed to derive thecorresponding location and update
thetransition probability between locations. Secondly, based
on the derived locations and the transition probability, we
will predict the location at time tn+ 1. Lastly, according
to the predicted location and (1), we can then obtain the
prediction for the association vector at tn+ 1.

4.2. Recursive Bayesian Estimation

Probabilistically, what we want to learn is

PX n + 1 |X 1:n
(xn+ 1|x1:n ) (3)

where X i , X i :j are shorthand notations for X (t i ) and
[X (t i )X (t i + 1)...X (t j )] respectively. Taking the location ⇥
into consideration, (3) can be rewritten as

Z

PX n + 1 ,⇥n + 1 |X 1:n
(xn+ 1,✓n+ 1|x1:n )d✓n+ 1 (4)

(a) Possible positioning basing
on information from connected
APs

(b) Possible positioning with ad-
ditional information from discon-
nected APs

Figure 3. Illustration of inferring location from association vector. In case
3(a), with considering connected APs, the enclosed area that the vehicle
possibly locates is the intersection of the coverage area of the connected
APs (yellow coloured). In case 3(b), in addition to the connected APs,
some of the disconnected APs also provide extra information about the
possible location.

and based on the conditional independent property of X
given ✓and the conditional probabilistic factorization, the
integrand in (4) can be further written as

PX n + 1 |⇥n + 1
(xn+ 1|✓n+ 1)P⇥n + 1 |X 1:n

(✓n+ 1|x1:n ) (5)

While the former term PX n + 1 |⇥n + 1
(xn+ 1|✓n+ 1) of (5) fol-

lows the associating rules in Section 3.2 which is known in
advance, the later term P⇥n + 1 |X 1:n

(✓n+ 1|x1:n ) turns out to
be the knowledge to learn, making the prediction of associ-
ation vector into the prediction of the unobserved location.
Based on the Markovian property, there is a recurrence
relation between theposterior belief, P⇥n |X 1:n

(✓n |x1:n ), and
the prior belief, P⇥n |X 1:n − 1

(✓n |x1:n− 1), satisfying

P⇥n |X 1:n − 1
(✓n |x1:n− 1)

=

Z

P⇥n |⇥n − 1
(✓n |✓n− 1)P⇥n − 1 |X 1:n − 1

(✓n− 1|x1:n− 1)d✓n− 1

(6)

and

P⇥n |X 1:n
(✓n |x1:n ) =

PX n |⇥n (x n |✓n )P⇥n | X 1:n − 1
(✓n |x1:n − 1 )

R
PX n |⇥n (xn |✓n )P⇥n | X 1:n − 1

(✓n |x1:n − 1 )d✓n
(7)

which forms the basis of the optimal Bayesian solution. For
a more general situation that the ⇥’s exhibit higher order
Markovian property asshown in Figure 2, wecan still apply
the recurrence (6) and (7), with only replacing ⇥’s by

Yn = [⇥n⇥n− 1...⇥n− l ] (8)

where l is the order of the Markovian property. It is easily
seen that Y ’s forms a Markov chain, and the conditional
independence property of X given Y still holds.

In the following, we will describe the detail implemen-
tation of (6) and (7) under non-stationary vehicular data.

4.3. Posterior Belief of the Location

Based on Section 3.2, the information about the location
at one time instant is uniquely contained in the correspond-
ing association vector and is derived as follows. For APs
with state 1, the possible location would only lie inside the
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Figure 2. Illustration of the hidden Markov process that generates the
association vectors. The ⇥’s denote the unobserved locations. The asso-
ciation vectors observed only depend on the corresponding hidden ⇥’s,
according to the connecting rules, and a Markov property of unknown
order exists in the series of ⇥. For the order being 3, for example,
Y ( tn ) = [⇥(tn )⇥(tn − 1 )⇥(tn − 2 )⇥(tn − 3 )] together with X ’s form a
simple hidden Markov chain.

deliberate considerations about predicting both ”when” and
”what state” under non-stationary environment in a real-time
manner is thus needed.

Thinking further, as thestatus of the association vector is
uniquely determined by the location of the vehicle according
to (1), what the core is is actually the unobserved location.
Therefore, the following proposed method is aimed to un-
ravel the information about the location. As shown in Figure
2, the series of locations together with the corresponding
association vectors actually form a hidden Markov process
[18] but of unknown order of time dependence. To com-
plete the process, we need information about the order of
Markovian property and the transition probability. Though
the order of temporal dependence in between is generally
high, a modified representation could suggest the 1st order
Markov process as reasonable, and the Bayes filtering [28],
[29] gives the optimal solution theoretically for the hidden
Markov process of 1st order Markovian. As a result, we
adopted the concept of Bayes filter for solving the problem,
which is also possible to support real-time inference.

4.1. Overview of the Learning Process

Before going into the details, let’s have an overview
about the whole thing to do. The recursive process involves
three stages: Firstly, with observing a new association vec-
tor, we need to derive the corresponding location and update
the transition probability between locations. Secondly, based
on the derived locations and the transition probability, we
will predict the location at time tn + 1. Lastly, according
to the predicted location and (1), we can then obtain the
prediction for the association vector at tn + 1.

4.2. Recursive Bayesian Estimation

Probabilistically, what we want to learn is

PX n + 1 |X 1:n
(xn + 1|x1:n ) (3)

where X i , X i :j are shorthand notations for X (t i ) and
[X (t i )X (t i + 1)...X (t j )] respectively. Taking the location ⇥
into consideration, (3) can be rewritten as

Z

PX n + 1 ,⇥n + 1 |X 1:n
(xn + 1,✓n + 1|x1:n )d✓n + 1 (4)

(a) Possible positioning basing
on information from connected
APs

(b) Possible positioning with ad-
ditional information from discon-
nected APs

Figure 3. Illustration of inferring location from association vector. In case
3(a), with considering connected APs, the enclosed area that the vehicle
possibly locates is the intersection of the coverage area of the connected
APs (yellow coloured). In case 3(b), in addition to the connected APs,
some of the disconnected APs also provide extra information about the
possible location.

and based on the conditional independent property of X
given ✓ and the conditional probabilistic factorization, the
integrand in (4) can be further written as

PX n + 1 |⇥n + 1
(xn + 1|✓n + 1)P⇥n + 1 |X 1:n

(✓n + 1|x1:n ) (5)

While the former term PX n + 1 |⇥n + 1
(xn + 1|✓n + 1) of (5) fol-

lows the associating rules in Section 3.2 which is known in
advance, the later term P⇥n + 1 |X 1:n

(✓n + 1|x1:n ) turns out to
be the knowledge to learn, making the prediction of associ-
ation vector into the prediction of the unobserved location.
Based on the Markovian property, there is a recurrence
relation between theposterior belief, P⇥n |X 1:n

(✓n |x1:n ), and
the prior belief, P⇥n |X 1:n − 1

(✓n |x1:n− 1), satisfying

P⇥n |X 1: n − 1
(✓n |x1:n− 1)

=

Z

P⇥n |⇥n − 1
(✓n |✓n− 1)P⇥n − 1 |X 1:n − 1

(✓n− 1|x1:n− 1)d✓n− 1

(6)

and

P⇥n |X 1:n
(✓n |x1:n ) =

PX n |⇥ n (x n |✓n )P⇥ n | X 1:n − 1
(✓n |x 1:n − 1 )

R
PX n |⇥ n

(x n |✓n )P⇥ n | X 1: n − 1
(✓n |x 1:n − 1 )d✓n

(7)

which forms the basis of the optimal Bayesian solution. For
a more general situation that the ⇥’s exhibit higher order
Markovian property as shown in Figure 2, we can still apply
the recurrence (6) and (7), with only replacing ⇥’s by

Yn = [⇥n⇥n− 1...⇥n− l ] (8)

where l is the order of the Markovian property. It is easily
seen that Y ’s forms a Markov chain, and the conditional
independence property of X given Y still holds.

In the following, we will describe the detail implemen-
tation of (6) and (7) under non-stationary vehicular data.

4.3. Poster ior Belief of the Location

Based on Section 3.2, the information about the location
at one time instant is uniquely contained in the correspond-
ing association vector and is derived as follows. For APs
with state 1, the possible location would only lie inside the

In case (a), with considering connected APs, the enclosed area that the vehicle 
possibly locates is the intersection of the coverage area of the connected APs 
(yellow colored). In case (b), in addition to the connected APs, some of the 
disconnected APs also provide extra information about the possible location. 
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Figure 4. Illustration of utilizing Monte Carlo method for obtaining a set of
points for representing the area of possible location and making prediction
accordingly. For randomly spread points, we retain the ones in the yellow
coloured area only for representing the possible location. Based on these
points, we may estimate the moving velocity accordingly, and make use of
it to predict the future location with (10). The red and blue dashed lines
represent two different possible directions, leading to different locations.

intersection of their coverage area, as shown in Figure 3a.
For APs with state 0, the possible location would lie outside
their coverage area, or inside their coverage area but with
farther distance from the center, comparing to connected
APs. Accordingly, the possible location of a particular vehi-
cle would narrow down if there exists overlapping between
the intersection and the coverage area of disconnected APs,
as shown in Figure 3b.

In this way, we can graphically enclose an area indicat-
ing thepossible location for each of the observed association
vectors. Since these areas are generally irregularly shaped,
analytical descriptions are generally not available. There-
fore, we resort to the Monte Carlo method for solving the
issue, as shown in Figure 4.

4.4. Future Location Prediction

With the posterior belief of the locations, we are now
able to predict the future location with (6) and (8). In com-
mon usage of the Bayes filtering, the transition probability
(P⇥n |⇥n − 1

(✓n |✓n− 1) or PYn |Yn − 1
(yn |yn− 1)) is prerequisite

and can be estimated from a batch of data in advance.
However, the mentioned non-stationary issue makes it un-
likely. In dealing with the non-stationarity, different proce-
dures should be adopted for the different causes [30], and
for prediction, the varying velocity of the vehicle and the
variable time duration makes✓non-stationary. To illustrate,
following the law of motion,

✓(tn + 1) = ✓(tn ) +

Z t n + 1

t n

✓0(s)ds (9)

where✓0(s) is the first order derivative of ✓, representing the
velocity. If we further approximate the movement within a
short period of time with a constant velocity, then

✓(tn + 1) ⇡ ✓(tn ) + v · (tn + 1 − tn ) (10)

where v denotes the approximated velocity. While the dura-
tion is in our control (to predict different ”when”) with no
fixed length, the v which is affected by multiple exogenous
factors as mentioned previously is exact the reason for ✓
being non-stationary, and estimation of v with considering
the non-stationary issue is thus what needed.

Figure 5. Demonstration of the predicted results. The figure shows a
example of AP prediction with the ordering of time corresponding to the
frames arranged from left to right. The ellipses in the figure indicate the
coverage area of APs. The blue colored ones means that we predict the
AP to be connected and it is indeed connected, the green ones means that
we predict the AP to be disconnected but it is actually connected, and the
red ones means that we predict the AP to be connected but it is actually
disconnected. The orange marker in the figure represents the predicted
location of the car.

Optimal velocity. Assuming a fixed relation between the
velocity and the locations, i.e., vi = v(✓̄i , ✓̄i − 1, ...), a func-
tion of the past locations, then the optimal v(.) can be found
with

v⇤= argminv ( .)

nX

i = 1

λn− i l(✓̄i , ✓̂i ) (11)

where l(., .) denotes the loss function and

✓̂i = ✓̄i − 1 + v(✓̄i − 1, ...) · (t i − t i − 1) (12)

denotes the predicted ✓i . What behind (11) is that we wish
to find an optimal v(.) that minimizes the induced losses of
all observed time instances. Here, λ 2 (0, 1) represents the
forgetting factor for dealing with the non-stationary issue.

Remark. As we have shown approximating the movement
with constant velocity, higher order derivative can actually
be introduced for more accurate approximation.

4.5. Predicting Future Association Vector

With the estimated velocity and ✓̃’s, the simulated sets
of possible location, we are able to perform (6) now. Instead
of yielding an analytic distribution function, the prior belief
is the same presented with a set of points as what we’ve
done for inferring the possible location. For each of the

✓
( i )
n 2 ✓̃n , a simulated set of predicting location for ⇥n + 1

could be obtained from

{✓: ✓= ✓( i )
n + vn (tn + 1 − tn ), 8✓( i )

n 2 ✓̃n } (13)

where vn is the estimated optimal velocity. With (13), we
can transform each of the ✓ in the predicted location set
into the association vector easily according to Section 3.2,
yielding a set of possible association vectors. The final
decision is then the prediction with the highest votes.

5. NUMERICAL VERIFICATIONS

5.1. Vehicular Dataset

To examine whether learning mechanisms can fit our
purpose, testing with real dataset is needed. Though there

Utilizing Monte Carlo method for obtaining a set of points for representing 
the area of possible location and making prediction accordingly. For randomly 
spread points, we retain the ones in the yellow colored area only for 
representing the possible location. Based on these points, we may estimate the 
moving velocity accordingly, and make use of it to predict the future location 

Figure 4. Illustration of utilizing Monte Carlo method for obtaining aset of
points for representing the area of possible location and making prediction
accordingly. For randomly spread points, we retain the ones in the yellow
coloured area only for representing the possible location. Based on these
points, we may estimate the moving velocity accordingly, and make use of
it to predict the future location with (10). The red and blue dashed lines
represent two different possible directions, leading to different locations.

intersection of their coverage area, as shown in Figure 3a.
For APswith state 0, thepossible location would lieoutside
their coverage area, or inside their coverage area but with
farther distance from the center, comparing to connected
APs. Accordingly, the possible location of a particular vehi-
cle would narrow down if there exists overlapping between
the intersection and the coverage area of disconnected APs,
as shown in Figure 3b.

In this way, we can graphically enclose an area indicat-
ing thepossible location for each of theobserved association
vectors. Since these areas are generally irregularly shaped,
analytical descriptions are generally not available. There-
fore, we resort to the Monte Carlo method for solving the
issue, as shown in Figure 4.

4.4. Future Location Prediction

With the posterior belief of the locations, we are now
able to predict the future location with (6) and (8). In com-
mon usage of the Bayes filtering, the transition probability
(P⇥n |⇥n − 1

(✓n |✓n− 1) or PYn |Yn − 1
(yn |yn− 1)) is prerequisite

and can be estimated from a batch of data in advance.
However, the mentioned non-stationary issue makes it un-
likely. In dealing with the non-stationarity, different proce-
dures should be adopted for the different causes [30], and
for prediction, the varying velocity of the vehicle and the
variable time duration makes✓non-stationary. To illustrate,
following the law of motion,

✓(tn+ 1) = ✓(tn ) +

Z t n + 1

t n

✓0(s)ds (9)

where✓0(s) is thefirst order derivativeof ✓, representing the
velocity. If we further approximate the movement within a
short period of time with a constant velocity, then

✓(tn+ 1) ⇡ ✓(tn ) + v · (tn+ 1 − tn ) (10)

where v denotes the approximated velocity. While the dura-
tion is in our control (to predict different ”when”) with no
fixed length, the v which is affected by multiple exogenous
factors as mentioned previously is exact the reason for ✓
being non-stationary, and estimation of v with considering
the non-stationary issue is thus what needed.

Figure 5. Demonstration of the predicted results. The figure shows a
example of AP prediction with the ordering of time corresponding to the
frames arranged from left to right. The ellipses in the figure indicate the
coverage area of APs. The blue colored ones means that we predict the
AP to be connected and it is indeed connected, the green ones means that
we predict the AP to be disconnected but it is actually connected, and the
red ones means that we predict the AP to be connected but it is actually
disconnected. The orange marker in the figure represents the predicted
location of the car.

Optimal velocity. Assuming a fixed relation between the
velocity and the locations, i.e., vi = v(✓̄i , ✓̄i− 1, ...), a func-
tion of thepast locations, then theoptimal v(.) can be found
with

v⇤= argminv( .)

nX

i = 1

λn− i l(✓̄i , ✓̂i ) (11)

where l(., .) denotes the loss function and

✓̂i = ✓̄i− 1 + v(✓̄i− 1, ...) · (t i − t i− 1) (12)

denotes the predicted ✓i . What behind (11) is that we wish
to find an optimal v(.) that minimizes the induced losses of
all observed time instances. Here, λ 2 (0, 1) represents the
forgetting factor for dealing with the non-stationary issue.

Remark. As we have shown approximating the movement
with constant velocity, higher order derivative can actually
be introduced for more accurate approximation.

4.5. Predicting Future Association Vector

With the estimated velocity and ✓̃’s, the simulated sets
of possible location, weareable to perform (6) now. Instead
of yielding an analytic distribution function, the prior belief
is the same presented with a set of points as what we’ve
done for inferring the possible location. For each of the

✓
( i )
n 2 ✓̃n , a simulated set of predicting location for ⇥n+ 1

could be obtained from

{✓: ✓= ✓( i )
n + vn (tn+ 1 − tn ), 8✓( i )

n 2 ✓̃n } (13)

where vn is the estimated optimal velocity. With (13), we
can transform each of the ✓ in the predicted location set
into the association vector easily according to Section 3.2,
yielding a set of possible association vectors. The final
decision is then the prediction with the highest votes.

5. NUMERICAL VERIFICATIONS

5.1. Vehicular Dataset

To examine whether learning mechanisms can fit our
purpose, testing with real dataset is needed. Though there
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Figure 4. Illustration of utilizing Monte Carlo method for obtaining a set of
points for representing the area of possible location and making prediction
accordingly. For randomly spread points, we retain the ones in the yellow
coloured area only for representing the possible location. Based on these
points, we may estimate the moving velocity accordingly, and make use of
it to predict the future location with (10). The red and blue dashed lines
represent two different possible directions, leading to different locations.

intersection of their coverage area, as shown in Figure 3a.
For APs with state 0, the possible location would lie outside
their coverage area, or inside their coverage area but with
farther distance from the center, comparing to connected
APs. Accordingly, the possible location of a particular vehi-
cle would narrow down if there exists overlapping between
the intersection and the coverage area of disconnected APs,
as shown in Figure 3b.

In this way, we can graphically enclose an area indicat-
ing the possible location for each of theobserved association
vectors. Since these areas are generally irregularly shaped,
analytical descriptions are generally not available. There-
fore, we resort to the Monte Carlo method for solving the
issue, as shown in Figure 4.

4.4. Future Location Prediction

With the posterior belief of the locations, we are now
able to predict the future location with (6) and (8). In com-
mon usage of the Bayes filtering, the transition probability
(P⇥n |⇥n − 1

(✓n |✓n− 1) or PYn |Yn − 1
(yn |yn− 1)) is prerequisite

and can be estimated from a batch of data in advance.
However, the mentioned non-stationary issue makes it un-
likely. In dealing with the non-stationarity, different proce-
dures should be adopted for the different causes [30], and
for prediction, the varying velocity of the vehicle and the
variable time duration makes✓non-stationary. To illustrate,
following the law of motion,

✓(tn + 1) = ✓(tn ) +

Z t n + 1

t n

✓0(s)ds (9)

where✓0(s) is the first order derivative of ✓, representing the
velocity. If we further approximate the movement within a
short period of time with a constant velocity, then

✓(tn + 1) ⇡ ✓(tn ) + v · (tn + 1 − tn ) (10)

where v denotes the approximated velocity. While the dura-
tion is in our control (to predict different ”when”) with no
fixed length, the v which is affected by multiple exogenous
factors as mentioned previously is exact the reason for ✓
being non-stationary, and estimation of v with considering
the non-stationary issue is thus what needed.

Figure 5. Demonstration of the predicted results. The figure shows a
example of AP prediction with the ordering of time corresponding to the
frames arranged from left to right. The ellipses in the figure indicate the
coverage area of APs. The blue colored ones means that we predict the
AP to be connected and it is indeed connected, the green ones means that
we predict the AP to be disconnected but it is actually connected, and the
red ones means that we predict the AP to be connected but it is actually
disconnected. The orange marker in the figure represents the predicted
location of the car.

Optimal velocity. Assuming a fixed relation between the
velocity and the locations, i.e., vi = v(✓̄i , ✓̄i − 1, ...), a func-
tion of the past locations, then the optimal v(.) can be found
with

v⇤= argminv ( .)

nX

i = 1

λn− i l (✓̄i , ✓̂i ) (11)

where l (., .) denotes the loss function and

✓̂i = ✓̄i − 1 + v(✓̄i − 1, ...) · (t i − t i − 1) (12)

denotes the predicted ✓i . What behind (11) is that we wish
to find an optimal v(.) that minimizes the induced losses of
all observed time instances. Here, λ 2 (0, 1) represents the
forgetting factor for dealing with the non-stationary issue.

Remark. As we have shown approximating the movement
with constant velocity, higher order derivative can actually
be introduced for more accurate approximation.

4.5. Predicting Future Association Vector

With the estimated velocity and ✓̃’s, the simulated sets
of possible location, we are able to perform (6) now. Instead
of yielding an analytic distribution function, the prior belief
is the same presented with a set of points as what we’ve
done for inferring the possible location. For each of the

✓
( i )
n 2 ✓̃n , a simulated set of predicting location for ⇥n + 1

could be obtained from

{✓: ✓= ✓( i )
n + vn (tn + 1 − tn ), 8✓( i )

n 2 ✓̃n } (13)

where vn is the estimated optimal velocity. With (13), we
can transform each of the ✓ in the predicted location set
into the association vector easily according to Section 3.2,
yielding a set of possible association vectors. The final
decision is then the prediction with the highest votes.

5. NUMERICAL VERIFICATIONS

5.1. Vehicular Dataset

To examine whether learning mechanisms can fit our
purpose, testing with real dataset is needed. Though there

An example of AP prediction with the ordering of time corresponding to the frames. 
The ellipses in the figure indicate the coverage area of APs. The blue colored ones means 
that we predict the AP to be connected and it is indeed connected, the green ones 
means that we predict the AP to be disconnected but it is actually connected, and the 
red ones means that we predict the AP to be connected but it is actually disconnected. 
The orange marker in the figure represents the predicted location of the car. 
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Please note the APs are randomly deployed, and the 
case of one correctly predicted AP can work. 
Optimal deployment of APs based on map can improve a lot.
[IEEE ICC 2018]
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Networking

 AMM is possible by the aid of data analytics, using real-time 
learning, location and velocity estimation, and previous connected 
APs. 
o Downlink ultra-low latency networking and proactive network 

association is realizable by AMM, and therefore ultra-low latency 
mobile networking can be realized

o For many cases, simple facilitation of machine learning works well, 
particularly for real-time operation

o The key is to identify a proper machine learning technique(s) to 
facilitate the goal, based on the property of available data

 Future enhancements of AMM
o AP deployment based on the map, particularly avoid no coverage and 

poor coverage by only one AP. 
o More methods like random forest
o Deep learning assists AN and transfer learning to the edge.

ITU Workshop, August 2018 KC Chen, USF EE 40



Department of Electrical Engineering

IT IS A LONG JOURNEY … BUT WE CAN 
SEE THE LIGHT FROM END OF TUNNEL

In the 2018 IEEE Globecom, we further demonstrate that wireless 
networking can renovate machine learning and thus enhance AI systems.
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Statistical Learning
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Machine Learning
 The canonical model of the learning conducted in a general 

statistical framework by minimizing the expected loss using 
observed data, which consists of three components
o A generator of random vectors 𝑥, obtained independently from 

a fixed but generally unknown distribution 𝑃 𝑥
o A supervisor who returns an output vector 𝑦 for each input 

vector 𝑥, according to a conditional distribution 𝑃 𝑦|𝑥 that is 
fixed but again generally unknown

o A learning machine capable of selecting the one from a set of 
functions 𝑓 𝑥, 𝛼 , 𝛼 ∈ 𝔄, to predict the supervisor’s response in 
the “best” possible way

 supervised learning 
o A teacher tells the results of learning to be good or not

 unsupervised learning
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Supervised Learning
 To identify the criterion of selecting best possible 

approximation to the supervisor’s response, we 
intend to measure the discrepancy 𝐷(𝑦, 𝑓 𝑥, 𝛼 )
between the response 𝑓 𝑥, 𝛼 by the learning 
machine and the response of the supervisor to a 
given input 𝑥, where such a measure is also 
known as loss or distortion.

𝑅 𝛼 = න𝐷(𝑦, 𝑓 𝑥, 𝛼 ) d𝑃(𝑥, 𝑦)
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Types of Learning Problems
 Pattern Recognition: This class of learning problems is also known as 

classification in literature. Let the supervisor’s output 𝑦 take on the 
discrete values, say binary valued as 𝑦 ∈ 0,1 . Then, 𝑓 𝑥, 𝛼 , 𝛼 ∈ 𝔄, 
become a set of indicator functions. One example of loss function is 
defined as

𝐷 𝑦, 𝑓 𝑥, 𝛼 = ቊ
0, 𝑖𝑓 𝑦 = 𝑓(𝑥, 𝛼)
1, 𝑖𝑓 𝑦 ≠ 𝑓(𝑥, 𝛼)

 Regression and Estimation: Suppose the supervisor answers real-valued 𝑦
and 𝑓 𝑥, 𝛼 , 𝛼 ∈ 𝔄 is a set of real functions which contains the optimal 
regression function

𝑓 𝑥, 𝛼𝑜𝑝𝑡 = න𝑦𝑑𝑃(𝑦|𝑥)

In case 𝑓 𝑥, 𝛼 belongs to 𝐿2 functional, the optimal regression function is to 
minimize the risk functional of 𝐷 𝑦, 𝑓 𝑥, 𝛼 = 𝑦 − 𝑓(𝑥, 𝛼) 2

 Density Estimation: For a set of densities 𝑝 𝑥, 𝛼 , 𝛼 ∈ 𝔄, density 
estimation considers to minimize the risk functional of

𝐷 𝑝 𝑥, 𝛼 = − log 𝑝 𝑥, 𝛼
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Linear Prediction
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Advanced Regression
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K-Nearest-Neighbor
 Being widely used in pattern classification, the nearest-neighbor method utilizes 

those observations in the training set 𝒯 closest in the input space to form 𝑌. The 
𝑘-nearest neighbor is defined as

𝑌 𝑥 =
1

𝑘


𝑥𝑖∈𝑁𝑘 𝑥

𝑦𝑖

where 𝑁𝑘 𝑥 is the neighborhood of 𝑥 defined by the 𝑘 closest points 𝑥𝑖 in the training sample set. 
We need a metric to define “closest” and we usually assume Euclidean distance. 

 We seek a function 𝑓 𝑋 to predict 𝑌 given input values from 𝑋. The expected 
prediction error (based on Euclidean distance) is 

EPE 𝑓 = 𝔼 𝑌 − 𝑓 𝑋 2

 The predictor is 𝑓 𝑥 = 𝔼 𝑌|𝑋 = 𝑥 In other words, the predictor is just the 
conditional mean (or conditional expectation), which is also known as the 
regression function. 

 On the other hand, the nearest-neighbor method actually attempts to directly 
implement this concept by training data. At each point 𝑥, we might ask for the 
average of all such 𝑦𝑖’s with input 𝑥𝑖 = 𝑥. As there are typically one observation at 
any point 𝑥, 

መ𝑓 𝑥 = AVG 𝑦𝑖|𝑥𝑖 ∈ 𝑁𝑘 𝑥
AVG ∙ denotes the operation of average, and 𝑁𝑘 𝑥 is the neighborhood containing the 𝑘 points 
in 𝒯 closest to 𝑥. 

ITU Workshop, August 2018 KC Chen, USF EE 48


