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Introduction
5G is not just ultra-reliable, low-latency, extremely flexible, 
dynamical adopt the network traffic on demand but it also 
significantly complex to protect and prevent attack,

Virtualisation and containerisation technologies increase 
agility of services,

Software-defined network increase the network elasticity,
Increase the vertical industry to evolve and engage the 
business model and digital economy,

Multi-tenancy, multi-network slicing, multi-level of services 
and multi-connectivity.



5G Environment
• Multi-Stakeholder

– Mobile Network Operator
• Cell Site Provider
• Spectrum Provider

– Infrastructure Provider
• Physical Infrastructure Provider
• Virtual Infrastructure Provider

– Service Provider
• Data Centre Service Provider
• Cloud Service Provider
• Security Service Provider

– Tenant, Subscriber and User
• Multi-Tenancy
• Multi-Network Slicing
• Multi-Level of Service
• Multi-Connectivity
• Everything as a Service
• Programmable Network
• Service agility
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Understand	5G	Environment	
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• Mobile	Network	Operator	
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• Spectrum	Provider

• Infrastructure	Provider	
• Physical	Infrastructure	Provider
• Virtual	Infrastructure	Provider

• Service	Provider	
• Data	Centre	Service	Provider
• Cloud	Service	Provider
• Security	Service	Provider	

• Tenant,	Subscriber	and	User
• Multi-Tenancy
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• Programmable	Network	
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Joint	optimization	 of	mobile	access	
and	core	network	functions	when	
located	together	in	the	network	or	

edge	cloud	

Adaptive	(de)composition	
and	allocation	of	mobile	
network	functions	(c-plane	

and	u-plane) between	network	
and	edge	cloud	that	depends	
on	the	service	and	deployment

Controller

Edge	Cloud Network	Cloud

RAN	c-plane

5G	NORMA	
interface

RAN	u-plane

Software	Defined	Mobile	network	 	
Control	(SDMC)	applies	SDN	principles	

to	mobile	network	functions

CN	c-plane

CN	u-plane

5G	NORMA	
interface



4G to 5G Environment
Monolithic Mobile Network Operator
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4G to 5G Environment

55G is a complex environment 
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Option 3
Aware shared RAN 

Dedicated Resource:Common Resource:

• The size of tenant network 
slices represent the flexibility.

• The degree of freedom of 
configuration tenant network 
slices control.

• The dedicated resource area 
represents the network slice 
configuration complexity.

• The size of Common Resource 
represents the flexibility and the 
freedom of coordination.

• The common resource area 
represents the coordination 
complexity;

• Synchronisation
• Multiplexing 
• Channel Mapping
• QoS and QoE Mapping  

Complexity of 
mapping the 
network slices to 
the 
Synchronisation
of radio channel 
characteristics.  
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between the 
common and 
dedicated 
resource require 
to resolve the 
multiplexing 
tenants network 
slices traffics.

Flexible Radio Access Network Slice

Option 1 
Specific RAN 

Option 2
Specific radio bearer 
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(Operator)



Network Slice Security 
Network Slice Isolation 
• Virtual machine isolation 
• Physical network function isolation
• Virtual network function isolation 
Tenant Isolation 
• Identification, authentication, authorisation and delegation (Tokenisation technique)
• Network resources provisioning platform isolation (e.g., multi-factor authentication 

and tokenisation)
• Tenant data isolation (many-to-one synchronisation)
Virtual Network Infrastructure Visibility
• Virtual machine introspection to reduce the semantic gap
Proactive Tenant’s Network Slice Service Chain Behaviour Detection 
Network Slice Communication Confidentiality and Integrity 
• Intra- and Inter-Network Slice Communications Model
Trust Model 
• Stakeholder trust model and network entities trust



End-to-End 5G in the U.K.

8Produced by Professor Mischa Dohler

• SDNx allows dynamic interconnection of physical/virtual experimental resources 
across different laboratories 

• Users will be granted access to virtual slices of physical resources 
• Enabling multi-tenancy future internet experimentation on a massive scale 
• £16m trials

End-to-End 5G in the UK 

SDNx Switch & Cloud @ Slough

5G @ 5GIC, University of  Surrey

5G & Fibre @ 
University of  Bristol 
& Bristol is Open

5G & Big Data @ 
King’s College 

London

Fibre (Janet)

5G Consumer Use-Case Trials 5G Industry Use-Case Trials

• SDNx allows 
dynamic 
interconnection 
of  physical/virtual 
experimental 
resources across 
different 
laboratories 

• Users will be 
granted access to 
virtual slices of  
physical 
resources 

• Enabling multi-
tenancy future 
internet 
experimentation 
on a massive 
scale 

• £16m trials 



4G to 5G Environment
Monolithic Mobile Network Operator
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King’s 5G Innovation

1. Radio tech in three 
pioneering spectrum 
bands

2. Flexible Functional-Split 
Cloud-RAN testbed

3. Fixed/Mobile 
Convergence with HAG 
testbed 

4. Complete 
softwarisation various 
orchestrators (MANO)

HAG: Hybrid access gateway
MANO: Management and Network Orchestration 

Produced by Professor Mischa Dohler



SDN Integration in 3GPP and ETIS NFV

• Enable per user QoS
provisioning in the RAN 
and Core

• Apply traffic policing and 
performance monitoring 

• Efficient planning of 
transport network 
resources
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OAI: Open Air Interface
SDN: Software-Defined Network

SDN Integration in 3GPP 

9Enable per user QoS provisioning in the 
RAN and Core 
9Apply traffic policing and performance 

monitoring 
9Efficient planning of transport network 

resources  

SDN Integration in 3GPP 

9Enable per user QoS provisioning in the 
RAN and Core 
9Apply traffic policing and performance 

monitoring 
9Efficient planning of transport network 

resources  

Produced by Professor Mischa Dohler



UK’s 1st 5G 3.5GHz MMIMO

The world’s 1st Virtualised 5G Professor Mischa Dohler, mischa.dohler@kcl.ac.uk
Dr. Maria Lema Rosas, maria.lema_rosas@kcl.ac.ukUK’s 1st 5G 3.5GHz MMIMO 

Produced by Professor Mischa Dohler

mailto:mischa.dohler@kcl.ac.uk
mailto:maria.lema_rosas@kcl.ac.uk


5G Drones

13https://spotlight.kcl.ac.uk/2018/03/13/35784/?utm_source=facebook.com&utm_medium=referral

BT, Verizon and Ericsson, King’s recently 

demonstrated how a fleet of drones at the 

Strand campus could be managed from 

overseas. The drones were launched from the 

US by Verizon on a dedicated 5G network slice 

within BT’s network.

Professor Mischa Dohler, mischa.dohler@kcl.ac.uk

Dr. Maria Lema Rosas, maria.lema_rosas@kcl.ac.uk

mailto:mischa.dohler@kcl.ac.uk
mailto:maria.lema_rosas@kcl.ac.uk


Thank you for joining today!

Dr. Stan Wing S. Wong
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Overview ETSI NFV

NFV – OpenStack Security Platform  
• Defined different types of operators and tenants based 

on cloud computing and virtualization technology

• OpenStack Keystone user / tenant security 

management 

• Identity Service

– Authentication and token management 

– Role-based Access Control 

• Domains, Role, User, Projects, Groups, Regions, 

Service catalogs, 

– Credentials, Policies, Federated keystone and 

Checklist

• Single point authentication 

Keystone AuthN/AuthZ flow

ETSI GS NFV-SEC 001

ETSI GS NFV-SEC 002

Keystone

(Gatekeeper) 

OpenStack

Services

Manger

Key

Authenticate

Username

password

Identity 

token

Validate 

Identity 

VNF

Cinder

Nova

VNF

Neutron

Identity 

token
VNF

VNF

User / Tenant

Validate 

outcome

Request

token

Identity 

token

• Users credentials store at backend (SQL/LDAP/Other).

• AuthN: The user authenticates by provided user id and 

password

• AuthZ: The user should have role on project.

• A token in keystone is scoped to the role and project etc.

• The user/tenant passes token around to access the 

other OpenStack services  

• Credential only use once when it login to the keystone

ETSI GS NFV-SEC 003

ETSI GS NFV-SEC 004



Characteristics 3GPP SAE 
Authentication and Key Agreement  (AKA)
3GPP Security Characteristics 
• Authentication
– Challenge – response technique and protocols 

(subscriber's identity)
– Private Key holds at IMSI (or TMSI) and authentication 

center (AuC)
• Confidentiality
– Encryption secure the communications
– Generated keys between network elements 

• Integrity
–Message authentication codes 
– The communication belong to which party in the 

network 
LTE – Centralised authentication approach
Secure target 
–Mobile subscribers
–Network elements

Manipulate, manage and secure physical resources
(radio, link capacities and user attachment etc. )

Key Hierarchy 

UICC: Universal Integrated Circuit Card 
IMSI: International Mobile Subscriber Identity
TMSI: Temporary Mobile Subscriber Identity

3GPP TS 33.310
3GPP TS 133.220
3GPP TS 143.020

IPsec: IP Security Protocol 
MME: Mobility Management Entity
HSS: Home Subscriber Server

AAA: Authentication, Authorization, Accounting 
EAP: Extensible Authentication Protocol
EPA: EAP-based Pre-authentication scheme

K: Private Key (USIM and AuC )
CK: Ciphering Key (USIM to ME and AuC to HSS)
IK: Integrity Key (USIM to ME and AuC to HSS)
KASME: Access Security Management Entity Key 
KNASenc: Non-Access Stratum Protocol encryption Key (UE <-> MME)
KNASint: Non-Access Stratum integrity protection Key
KeNB: evolved NodeB Key (MME generates and pass to eNB)
KUPenc: User Plane encryption Key
KUPint: User Plane integrity protection Key
KRRCenc: Radio Resource Control encryption Key 
KRRCint: Radio Resource Control integrity protection Key

UE: User Equipment
eNB: evolved Node B 
IP: Internet Protocol

UE / MME

UE / eNB

UE / ASME

UE / HSS

USIM / AuC K

KASME

CK, IK

KeNB

KRRCintKUPencKUPint

KNASintKNASenc

KRRCenc

128 bits random string 

3GPP TS 33.401
3GPP TS 33.402



• Transmission Point is shared with network 
slices. 

• This Common Resource Coordinator uses 
centralized control approach in the 
implementation.

• The resource management as a scheduler 
integrated with tenant’s network slice 
policies.

• Closed-loop approach between the resource 
coordinator and the tenant’s network slice 
scheduler.

• The interface between common and 
dedicated resources would mainly cover 
radio resource management information in 
order to allow for multiplexing the different 
network slices.
– No post-processing of time/frequency 

domain symbols necessary.
– Inter-cell coordination such as ICIC

Dedicated Resource:Common Resource:
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Option 1 Network Slice Specific RAN



Dedicated Resource:Common Resource:
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Option 2 Network Slice Specific Radio Bearer

• Transmission Point and subscriber specific part is 
shared network slices. 

• This Common Resource Coordinator uses 
centralised control approach in the implementation.

• The MAC layer and with it the TTI-based scheduling 
is part of the shared resources. 

• This tighter control of the radio resources may 
increase the achievable multiplexing gains and 
alleviates the consistency requirements compared 
to Option 1.

• the actual resource assignments in the shared part 
must be reflected by the RLC layer in the dedicated 
part (segmentation, ARQ), channel measurements 
need to be exchanged.

• The MAC scheduling is element of the common part 
and therefore does not allow for customization by 
the tenant.

• The QoS control is element of the dedicated part 
and offers the possibility for slice-specific control 
based on policies and constraints customized by the 
tenant
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Option 3 Network Slice Specific aware shared RAN 

• The RAN is a common resource for network 
slices. This case is similar to the ongoing 
discussion in 3GPP SA [23.799], 

• This option considers slicing only in core 
network and treats the RAN as a common 
resource. 

• In 3GPP LTE, eDECOR has been introduced 
which allows for implementing dedicated 
core networks such that each UE may be 
connected to customized core network.

• 3GPP LTE allows for connecting a UE to 
multiple PDNs while using the same Service 
GW. 

• UE may be connected to more than one 
network slice (i.e., core network). Hence, this 
option would provide seamless migration 
and requires minimal changes to current 
standards.

Tenant A 
Network Slice 

Tenant B
Network Slice

Tenant C
Network Slice

1 222 11


