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Problem Statement:

Challenge: Initial beam alignment in mmWave band takes up to several seconds  

Goal: Select a subset of K top candidates for beam sweeping   

Beam 
Predictor

Top K beam 
pairs predictions

Out-of-band sensor data 

Skip unlikely beams
Reduce beam 
sweeping time

2



Highlights:

3

Coordinates Fusion

Tailored 
architecture  

based on 
data

Image

Custom 
detection 

and 
background 

removal

Lidar

Model 
inspired by 

Resnet

Fusion at 
penultimate 

layer



Coordinates Model Design:

Captured the correlation between
(latitude, longitude)

Models Top-1 Acc Top-2 Acc Top-10 Acc Precision Recall

Coord (baseline) 12.32% 24.5% 66.6% 0% 0%

Coord (ours) 26% 45% 85% 22.35% 1.6%

*Results are on train and validate on S008 and test on S009
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Only dense layers

Convert to convolutional 

Baseline Design Our Design

Baseline design available at: https://github.com/lasseufpa/Raymobtime



Lidar Model Design:

More stable gradient and better convergence with identity shortcut 

Models Top-1 Acc Top-2 Acc Top-10 Acc Precision Recall

Lidar (baseline) 24.6% 39.5% 73.55% 26.84% 23.12%

Lidar (ours) 43% 65% 89% 55% 42%

*Results are on train and validate on S008 and test on S009
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Baseline Design Our Design

Model Inspired by Resnet

Convolutional module

K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in CVPR, 2016, pp. 770–778.



Novel Detection and Background Removal:

Why custom front end? 

● Identify the portion of the image that represent more relevant features

Important

Always predicting 
same class
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Novel Detection and Background Removal:
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Quantized [101,185] representation

Salehi,  M.  Belgiovine,  S.  Garcia  Sanchez,  J.  Dy,  S.  Ioannidis,  and K. Chowdhury, “Machine learning on camera images for fast mmwave beamforming,” in IEEE International Conference on 
Mobile Ad-Hoc and Smart Systems (IEEE MASS), 2020



Image Model Design:

Models Top-1 Acc Top-2 Acc Top-10 Acc Precision Recall

Image (baseline-v1) 12% 26.5% 72.6% 0% 0%

Image (custom features) 12% 26% 71% 10.25% 0.01%
*Results are on train and validate on S008 and test on S009
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Inception 3 module
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Baseline Fusion Framework:
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Proposed Fusion Framework:
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Proposed Fusion Framework:
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Proposed Fusion Framework:
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Penultimate layer
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Relevant features at penultimate layer works as latent embedding for single-modal representation

3. Attach fusion model 
4. Retrain the entire model

Fusion model



Fusion Results:

Models Top-1 
Acc 

Top-2 Acc Top-10 Acc Precision Recall Training Time (s)

Lidar (baseline) 24.6% 39.5% 73.55% 26.84% 23.12% 250

Baseline Fusion 27% 47% 86% 0% 0% 360

Lidar (our) 43% 65% 89% 55% 42% 229

Our Fusion 49% 66% 88% 63% 41% 699

*Results are on train and validate on S008 and test on S009
* NVIDIA V100 GPU with 32GB memory

Lessons: 
● Lidar is best single modality  
● Fusion helps to increase the prediction accuracy
● Our fusion framework outperforms the baseline fusion with 22% improvement in top 1 accuracy 
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Thank You

Open to Questions

Source code and report available at:https://github.com/Batool-Salehi/ITU-BeamSelection-NUHuskies


