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OUTLINE

● Mobi le Traffic and Traff ic Classi f icat ion/ Predict ion (TC/ TP)

● Mult i -Classi f icat ion Approaches for Mobile TC

● Mobile TC using Deep Learning (DL)

● The use of Mult imodal-DL and Improvements

● Mult ipurpose TC via Mult itask DL

● Reproducibility and Dataset  Quali ty

● Mobi le App TP: A first  shot

● Take-Home Messages



MOBILE TRAFFIC GROW TH
Massive usage of handheld devices has significantly changed the traffic
● t ravers ing hom e and enterpris e networks
● connect ing contents  and s ervices  over the Internet

Source: Ericsson Mobility Report,
Jun. 2020

Source: Cisco 2019 VNI Global IP Traffic Forecast 
2017-2020



MOBILE TRAFFIC CLASSIFICATION
What is flowing through my (mobile) network?

Need for associating flows (or other classification objects) with the 
mobile apps that generate them and predicting their behaviour

Source: Sandvine, 
The Mobile Internet Phenomena Report, 2019 &  2020



MOBILE TRAFFIC ANALYSIS:
MAIN DRIVERS

But also raises privacy issues
● Context-s ens it ive apps
● Bring your own device policy
● Indis crim ina te s urveillance

Profiling

Monitoring 
&  Mgt

Clas s ifica t ion of m obile t ra ffic 
provides valuable informat ion for

● Advert is ers
● Ins urance com panies
● Security agencies
● Infras tructure Opera tors



EARLY DAYS OF TC: PORT+DPI
● PortLoad* (fast & p rivacy-

frie nd ly):
● ne e ds the  1st packe t only 

(with d ire ction)
● use s fixe d  fie lds (p rotocol)
● use s fe w data  (fixe d  value s in 

fixe d  positions, such as port 
inspe ction)

*Pate nt No.: NA2010AOOOO11
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MOBILE TRAFFIC ANALYSIS:
MAIN CHALLENGES

5.0 5.0.1 5.1…..

Encrypt ion
(TLS)

Background &
3rd-party services

Many apps Heterogeneous &  
Dynamic



Stat ist ical
features

■ PL-IAT sequences

■ PL-IAT histograms

■ PL-IAT t ransit ion probabil it ies

■ Other features (packet  rat io, etc.)

Feature
Extractor

ML 
Algorithm

Machine Learning
Classifie rs

■ k-NN /  K-dimensional t rees

■ SVM

■ Bayesian Approaches 

Hidden 
States

IPT and PS 
Conditional distributions

PS1 PS2 ... PSK

TRAFFIC CLASSIFICATION:
FEATURE DESIGN
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ML 
Algorithm

Feature
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TAKING THE BEST FROM EACH 
STATE-OF-THE-ART CLASSIFIER

Improve

Mobile TC

Performance

Design a MCS that 
takes the best 
classifiers and adopt 
state-of-the-art 
combining techniques

Object ive How?
Se le ct p rom ising  
c lassifica tion 
a lgorithm s and  
re la te d  fe a ture s from  
sta te -of-the -art

Outputs  from  Machine Learning
classifie rs can be  com bine d
to pe rform  Mult i-Classif icat ion



DL classifiers are compared on three datasets of real-user t raff ic
and labeling each trace with  the genera t ing app run separately 

DATASET DESCRIPTION

● Binary
● Collected @ ARCLAB FII
● > 100 us ers
● May. 2017 – Mar. 2018
● Facebook (FB) &  

FB Mes s enger (FBM)
● 17.0k FB biflows  (62%)
● 10.5k FBM biflows  (38%)

● Multi-clas s
● Collected by a  

m obile s olu t ions  
provider

● Apr. 2015 – Jan. 2017
● 49 apps
● 77.5k biflows

● Multi-clas s
● Collected by a  

m obile s olu t ions  
provider

● Ju l. 2014 – Jan. 2017
● 45 apps
● 40.5k biflows



MCS TRAFFIC CLASSIFICATION:
PERFORMANCE

49 apps Accuracy [%] Precision [%] Recall [%] F-Measure [%]

Oracle 87.6 N/ D 83.6 N/ D

Best Soft 
Combiner (KL-

weights)
79.2 80.6 73.6 83.7

Best Hard 
Combiner

(Naive Bayes)
75.0 77.4 69.7 75.7

Best Classifier 
(Random Forest) 72.8 74.7 64.1 72.3

G
ai

n



MCS TRAFFIC CLASSIFICATION:
PERFORMANCE

Best base classifier: Tay_RF
• Accuracy: 72.8
• F-m e asure : 72.3

Be st com bine r: KL-Weights
• Accuracy: 79.2
• F-m e asure : 83.7



BEYOND MACHINE LEARNING (ML) 
TRAFFIC CLASSIFIERS

Deep Learning (DL)                                    
allows to t rain classifiers direct ly                  

from input data
➔ Autom atic h iera rchica l fea ture 

extract ion
➔ Reduced preproces s ing effort

Stepping s tone toward the achievem ent  of 
high performance in  m obile TC

Standard ML
relies  on  dom ain-expert  driven        

handcra fted fea tures
➔ Tim e-cons um ing proces s
➔ Uns uited to autom ation
➔ Rapidly outda ted

Difficulty to des ign  accurate and up-to-
date m obile t ra ffic cla s s ifier

Deep Learning f low

Input Features OutputFeature 
Extractor

ML 
Algorithm

Tradit ional  ML f low

Input OutputDeep Learning Algorithm



Naïve adopt ion of DL techniques to mobile TC may imply 
misleading des ign choices  and lead to biased conclus ions

MOBILE TC USING DL: 
RESEARCH GOAL

We propos e the design of DL-bas ed m obile t ra ffic clas s ifiers  
res ort ing on a  systemat ic framework

expres s ly developed for their com paris on



DEFINING DL-BASED
TC W ORKFLOW  

The proposed framework dissects the TC problem from di fferent  viewpoints
● TC object adopted
● Type and am ount of input  data fed to the DL clas s ifier
● DL archi tecture em ployed
● Required s et  of performance measures



The definit ion of a specific TC object determines how the traffic is 
s egm ented into m ult iple dis crete t ra ffic units
The m ajority of works  approaching TC us ing DL cons idered

● Flows
● Bif lows

W HICH TRAFFIC OBJECT?



There is no feature ext ract ion, only need to provide the input
● Firs t  𝑁𝑁 bytes  of TC-object  payload [𝑁𝑁 x 1] → L7-N

Firs t  784/ 1000 bytes  of L7 payload of each biflow

● Firs t  𝑁𝑁 bytes  of TC-object  raw da ta  [𝑁𝑁 x 1] → ALL-N
Firs t  784/ 1000 bytes  of PCAP raw da ta  of each biflow

● Inform ative fields  of firs t  𝑁𝑁𝑝𝑝 packets  [20 x 6] → MAT
(1) Source port , (2) Des t ina t ion  port , (3) Payload length , 

(4) TCP window s ize, (5) In ter-a rriva l t im e, (6) Packet  direct ion

W HICH & HOW  MUCH INPUT DATA?



DL classifiers are trained to minimize categorical cross-entropy
● Stacked AutoEncoder (SAE) fed with  L7-1000 [1]
● Convolu t iona l Neura l Network (CNN)

○ 1D-CNN fed with  L7-784 and ALL-784 [2]
○ 2D-CNN fed with  L7-784, ALL-784 [3], and MAT [4]

● Long Short-Term  Mem ory (LSTM) fed with  MAT [4]
● Hybrid DL architecture (LSTM + 2D-CNN) fed with  MAT [4]

W HICH DL ARCHITECTURE?



Comparison of DL classifiers for mobile TC benefits from a 
comprehensive performance evaluat ion framework

bas ed on a  stratified 10-fold validation

HOW  TO EVALUATE PERFORMANCE?

● Accuracy
● Macro F-m eas ure
● Top-K accuracy
● Confus ion Matrix



THE BIGGER PICTURE ON 
PERFORMANCE

*Taylor et al., “Appscanner: Automatic fingerprinting of smartphone apps from encrypted network traffic”



*Taylor et al., “Appscanner: Automatic fingerprinting of smartphone apps from encrypted network traffic”

DON’T TRUST EVERY INPUT DATA

Best DL-based classifiers 
are fed with biased 
inputs, s o they a re not  
m eaningfu l elem ents  of 
com paris on



CAN PERFORMANCE BE IMPROVED
W .R.T. BASELINE CLASSIFIER?

*Taylor et al., “Appscanner: Automatic fingerprinting of smartphone apps from encrypted network traffic”



CAN PERFORMANCE BE IMPROVED
W .R.T. BASELINE CLASSIFIER?

*Taylor et al., “Appscanner: Automatic fingerprinting of smartphone apps from encrypted network traffic”

Android and iOS setups present 
an F-measure improvement over 
baseline RF of +5.05%and +6.18%



*Taylor et al., “Appscanner: Automatic fingerprinting of smartphone apps from encrypted network traffic”

In FB s etup nei ther the best  DL 
classi f ier achieves  perform ance 
com parable with  baseline RF

CAN PERFORMANCE BE IMPROVED
W .R.T. BASELINE CLASSIFIER?



NO NEED TO CLASSIFY ALL THE 
INSTANCES: REJECT OPTION

Performance improvement with a 
negligible rat io of unclassified samples 
evident only for mult i-class datasets
To achieve > 84% F-measure, rejected
● 10%of flows  for Android and iOS
● 40%of flows  for FB/ FBM



1D-CNN (L7-784) and LSTM achieve almost-uniform error patterns

2D-CNN (L7-784) entails a predict ion imbalance toward FB app
as a consequence of the higher number of samples in the dataset

GOING DEEP: CONFUSION MATRICES



SOME THOUGHTS

● Exist ing proposals only exploited one kind of t raffic “modality”

● Many of the architectures proposed were ad-hoc

● In some cases, the class imbalance effect  is strong



W HAT IS NEXT? MIMETIC
Mult I-m odal DL-based Mob ilE Traf f Ic Classif icat ion

● Capitalizat ion of heterogeneous of t raffic data
● Capturing both int ra- and inter-modal it ies (I) Pre-t raining

(II) Fine-tuning

● Architectura l Overview



W HAT IS NEXT? MIMETIC
Mult I-m odal DL-based Mob ilE Traf f Ic Classif icat ion

● Capitalizat ion of heterogeneous of t raffic data
● Capturing both int ra- and inter-modal it ies (I) Pre-t raining

(II) Fine-tuning

● MIMETIC Ins tance
* With  cos t-s ens it ive lea rning!



MIMETIC PERFORMANCE 1

FB/FBM

( I ) Best single-modality  ( III ) ML state-of-the-art
( II ) Shallow NN                   ( IV ) Classifier fusion

( MIOB-C ) 
Max Gain over 
best Classifier

( MIOB-FT ) 
Max Gain over 
best fusion 
technique

+1.16% G-Mean



MIMETIC PERFORMANCE 3

iOS

2

Android

+8.66% F-measure on the iOS dataset

( I ) Best single-modality  ( III ) ML state-of-the-art
( II ) Shallow NN                   ( IV ) Classifier fusion

( MIOB-C ) 
Max Gain over 
best Classifier

( MIOB-FT ) 
Max Gain over 
best fusion 
technique



MULTIMODAL-DL HAS 
LOW ER TRAINING COMPLEXITY

Mult imodal-DL shows an 
RTPE > 3.5x lower than  its “m ain 

com petitor” 1D-CNN (L7-784)

No. of 
parameters [Mi] FB/ FBM Android iOS

MIMETIC 0.93 1.62 1.61 

Best DL 
(1D-CNN) 5.82 5.87 5.86 

LSTM+2D-CNN 0.42 0.74 0.74

DL Late 
Fusion (TLF) 6.24 6.61 6.60 

RT
PE

 [s
]



MIMETIC: FURTHER GAINS W ITH 
CENSORING

1

FB/FBM

3

iOS

2

Android

MIMETIC



FINE-GRAINED
PERFORMANCE IMPROVEMENT

Mult imodal-DL achieves almost -uni form error pat terns
in the three cases considered



TOW ARD A GENERAL
DL-BASED TC FRAMEW ORK

Requirement: Mult iple TC desiderata



PUSHING FORW ARD: DISTILLER
Deep  Learn Ing -baSed  Mu lTIm odaL MuLt it ask  
EncRyp t ed  Traf f ic Classif icat ion

● Capturing both int ra- and inter-modali t ies (mult imodal)
● Able to cla s s ify according to di fferent  views (mult i task)

( Architectura l Overview ) 



DISTILLER: FOCUS ON TRAINING

(II) Fine-tuning

(I) Pre-t raining

● M : no. of  t raining samples
● V : no. of  tasks
● P : no. of  modali t ies

p-th modali ty loss funct ion

Overall loss funct ion



DISTILLER: 
TAKING ONE INSTANCE

● P = 2 Modalit ies
○ Nb bytes of L4 payload
○ Fields of first  Np packets

● V = 3 Tasks:
○ [2] VPN/ non-VPN
○ [6] Traffic Type 

(e.g. P2P, Chat)
○ [15] Applicat ions

(e.g. Hangouts)

ISCX VPN-nonVPN
dataset



DISTILLER: PERFORMANCE IN
THE MULTI-TASK W ILD

Overall best classifier Overall best baseline

best baseline ident ified



DISTILLER: ACHIEVING BETTER 
CALIBRATION

Task 1
(Encapsulat ion)

Task 3
Applicat ion

D
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(Tra ffic Type)
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DISTILLER: ACHIEVING BETTER 
CALIBRATION

Task 1
(Encapsulat ion)

Task 2
(Traffic Type)

Task 3
Applicat ion

D
is

ti
lle

r
Ba

se
lin

e



BENCHMARKING TC: 
NEED FOR QUALIFIED DATASETS

Data-driven TC methodologies require 
rel iably labeled datasets to ens ure proper  des ign, 

rea liza t ion, and va lida t ion

Reproducible a rchitecture for genera t ing
mobi le-app t raff ic and autom atica lly crea t ing 

the rela ted h igh accura te ground-t ruth

No Bots
a llowed



MIRAGE: OVERVIEW

• Provides connect ivi t y
to m obile devices  

• Collects  network 
t raff ic and 
s ys tem -ca ll log-f i les

• Can handle mult iple 
devices a t  the s am e 
t im e

• Perform s  the Ground-Truth
building

• Cons tructs  the fina l 
mobi le-app t raff ic da tas et

• Extracts  the MIRAGE-2019
public vers ion

Funct iona l overview

Architecture

MIRAGE-2019 da ta s et  is  ava ilable on: ht tp:/ / t raff ic.comics.unina.i t / mirage



MIRAGE IN A NUTSHELL
A public human-generated datas et  for m obile t ra ffic ana lys is
● 40 Android apps  (no video apps )
● 16 different  ca tegories
● No less than 2500 bi-flows  for each app
● Each bi-flow is  labeled with  the Android package-name of genera t ing app

MIRAGE-2019 is  releas ed in  
JSON form at with  inform ation 
a t  di fferent  granulari t ies

MIRAGE-2019 da ta s et  is  ava ilable on: ht tp:/ / t raff ic.comics.unina.i t / mirage



MOBILE APPS TRAFFIC PREDICTION
Need for f ine-grained network management:

• Traffic is dynamic and of heterogeneous composit ion
• One predictor for all t raffic is not enough
• Idea: One-predictor per app/ group

Buffered 
packet  data

1° app predictor

TC Object
Segmentat ion

Traff ic 
Classi f ier

N° app predictor

Triggers
per-app m odel

2° app predictor

… …
Mem ory

… … …



MOBILE TP: INITIAL RESULTS
● Direct ion

● Inter-Arrival Time ● Payload Length

Results come from a 10-fold cross-validation process - Values are shown as μ and  σ



LESSON LEARNED AND MILESTONES

DL classifiers fed with raw network t ra ffic da ta  
likely lead to misleading performance results

 Skim  informat ive and unbiased inform at ion 
from  input  t ra ffic da ta  to DL clas s ifiers
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No “ki l ler” DL archi tecture for mobile TC

Lack of a comprehensive and principled 
approach to DL-based classifiers applied to 
mobile TC

 Skim  informat ive and unbiased inform at ion 
from  input  t ra ffic da ta  to DL clas s ifiers

 Need for advanced hybrid DL archi tectures
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 A fram ework for the des ign of Mult imodal 
Mult i task DL Traff ic Classi f iers

Lack of avai lable datasets for experim enta t ion  Propos ing the MIRAGE project

DL clas s ifiers  fed with  raw network t ra ffic da ta  
likely lead to misleading performance results

Need for f ine-grained predict ion of m obile 
t ra ffic

 Inves t iga t ing DL-based bi f low-level app-
tai lored predictors
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domenico.ciuonzo@unina .it

dom enicociuonzo.wordpres s .com

tra ffic.com ics .unina .it

Ques t ions ?

Thank you!

mailto:domenico.ciuonzo@unina.it
http://traffic.comics.unina.it/
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