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Artificial intelligence (AI) - the phenomenon of 
machines being able to solve problems that re-
quire human intelligence - has in the past decade 
seen an enormous rise of interest. A combination 
of new machine learning algorithms, increased 
computational power, and an explosion in the 
availability of very large data sets (“big data”) has 
led to stunning advances with demonstrations of 
machines achieving human-level competence at 
solving clearly defined tasks across many do-
mains. The health sector, one of the most impor-
tant sectors for societies and economies world-
wide, is particularly interesting for AI applications. 
The potential for AI-assisted health decision mak-
ing is enormous. 

Health is a basic human right. Good health for 
everyone has for centuries been a key goal of most 
governments, and public health breakthroughs 
such as vaccination are generally credited with hav-
ing saved - and continue to save - billions of lives. 
In many countries today, the healthcare industry is 
the largest and / or fastest growing industry, in-
creasingly often spending more than 10% of GDP 
on health. It is thus not surprising that when a 
technology reaches new levels of maturity, as is the 
case with modern AI, the healthcare sector is a key 
sector for applications of the technology. On the 
one hand, the potential economic opportunities are 
big, given the size of the sector; on the other hand, 
the potential for leveraging new technology for the 
common good by improving public health can be 
enormous. It is thus prudent to look at the potential 
of AI in health by asking a few key questions. First, 
what is AI, and how does it differ from already ex-
isting technologies? Second, what are current ap-
plications of AI in health? Third, what is the future 
potential of AI in health? Fourth, what challenges 
are there on the journey to unlock this potential? 
  
The term artificial intelligence is not new. As an 
academic research field, it dates back to at least 
the mid-20th century, and since then has gone 
through multiple cycles of substantial progress, 
followed by inflated expectation, followed by dis-
appointment. The current cycle is primarily driven 
by the extremely impressive progress recently 

made by deep learning, a branch of machine learn-
ing that very efficiently uses artificial neural net-
works to address harder problems than ever before. 
Applications of deep learning have achieved human 
or superhuman performance in many fields such as 
image recognition and natural language process-
ing. Importantly, the structure of the neural net-
works, which is ultimately responsible for their per-
formance, is obtained by a process of automated, 
iterative training. In many cases, no expert-level 
knowledge is used in the training process, other 
than direct input and output parameters (e.g. sets 
of pixels and their associated labels), giving rise to 
the so-called “end-to-end” learning. In other words, 
the networks learn to go directly from one end, the 
input, to the other end, the output, without requiring 
any domain-specific expertise in between. The re-
sulting network structures are generally very large, 
with oftentimes billions of parameters, and of such 
complexity that it is impossible to describe in sim-
ple terms how they work, which has led to new 
challenges concerning their explainability and in-
terpretability. 
  
The fact that computers are increasingly able to 
interpret images and text as accurately as humans 
can1,2, combined with the remarkable computing 
power in smartphones, open up countless avenues 
for AI applications in health. Much of the recent 
work on AI in health has thus gone into applications 
that revolve around image interpretation, and lan-
guage understanding. In the field of medical image 
analysis, one of the most publicized studies was by 
Esteva et al.3, demonstrating the accurate classifi-
cation of skin lesions using a deep neural network 
that was trained on clinical images, and assessing 
its performance by comparing its classifications to 
those made by board-certified dermatologists, re-
vealing the network had reached human accuracy 
levels. A survey published last year reviewed over 
300 papers using deep learning in medical image 
analysis4. The applications of those papers cover 
brain image analysis, retinal image analysis, chest 
x-ray and chest CT image analysis, digital pathology 
image analysis, breast image analysis, cardiac im-
age analysis, abdominal image analysis, muscu-
loskeletal image analysis, fetal image analysis, 



dermatological image analysis, and others. The 
tasks the deep learning approach tried to solve 
generally involved detection, segmentation, or clas-
sification. In language understanding, the areas of 
biomedical text mining, EHR analysis, sentiment 
analysis on internet-derived data, and medical 
chatbots have shown promising results5. 
  
Taking into account that most of the rapid progress 
has occurred in the past decade, it’s interesting to 
ask what’s next. When assessing the potential of AI 
in health, we need to distinguish between what the 
technology can in principle do, today, and what will 
reasonably be technologically feasible in the next 
decade. Starting with the latter, at the minimum we 
can expect a steady increase in the performance of 
the existing models, that is, approaching or sur-
passing human accuracy in an increasing number 
of domains. Given the increasing computational 
power of mobile devices, it is equally easy to ex-
pect that the vast majority of the world’s population 
will have direct access to devices that can, in prin-
ciple, utilize compute-intense AI-powered ap-
plications. It’s important to note, however, that we 
already today possess the basic technological ca-
pabilities to create such applications in some do-
mains. For example, relatively accurate detection of 
skin lesions using a state-of-the art mobile phone is 
technologically feasible. Medical chatbots that can 
answer basic medical questions are already on the 
market. AI-powered analyses of radiology scans are 
increasingly offered to medical institutions, with the 
approval of the relevant health authorities. 
  
While this progress is exciting, the potential of AI in 
health also faces the reality of limited data access 
and cultural, legal and ethical considerations. As 
most modern AI applications are based on super-
vised learning - that is, trained on labelled data - 
access to high-quality labelled data is a major limit-
ing factor. Making such data openly accessible is 
unlikely to be a general solution to the problem, as 
health data is often very sensitive data. Trusted 
data cooperatives with appropriate access man-
agement may provide a potential solution. In addi-
tion, machine learning approaches must take into 
account the bias that both text and image-based 
medical data most likely contain6. Further, deep 
learning models are famously hard to interpret and 
explain, which may substantially hamper their cul-
tural and practical acceptance, although it’s impor-
tant to remind ourselves that this is not a funda-
mentally new problem in medicine. As medical de-
cision making increasingly becomes algorithmic (or 
algorithm-assisted) decision making7, the practical 
use of AI in health will benefit from an open and 
transparent approach in the development and use 
of these algorithms. Given the speed at which such 
algorithms can be developed, improved, and de-
ployed, AI has the potential to make first-class med-

ical decision making accessible and affordable to 
the entire global population.  
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