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Artificial Intelligence

&

Machine Learning

T

Deep Learning

o e — — — ARTIFICIAL INTELLIGENCE
- A technique which enables machines
~ to mimic human behaviour

MACHINE LEARNING

. Subset of Al technique which use
statistical methods to enable machines

to improve with experience

T~ DEEP LEARNING

o Subset of ML which make the
computation of multi-layer neural
network feasible
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In 2025 : 175 Zettabytes (175 trillion GB)

* In 2013 : 44 Zettabytes (ZB) Represents a 4x increase since 2013

stack to the moon 23 times



Deep Neural Network

(Pretraining)
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@ @ Untitled-1 X >y ¥ [0 - CHAT + © 3 - | [] X
1 Generate code (Ctrl+I), or .
/O select a Language (Ctrl+K M).

Start typing to dismiss or
don't show this again.

> *

>

Lo

Ask about your gode.

Al responses may be inaccurate.

]
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@ Add Context.. @ Untitled-1 X

@ Write a function to reverse a string in JavaScript

I{lé} Ask v Claude Sonnet 3.5 v @ B v

- ®oAo O watch @ In1,Col1 Spaces:4 UTF-8 CRLF {} Python & 3.13.1  Prettier [}
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a0 T 9:00 AM 50% M

< Recent Kathy, Virgin -

Ok, I'm gonna pay $600 of it

Your booking is confirmed!
Here are the details.

Booking Mumber

VAFQT2

Apr 15,5at 9:10am

1 stop

SEA - JFK

Apr 27,5at 08:10

JFK —  SEA

John Davidson
Kathy Clark

$874.00

@ View Details
(-]
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Machine Learning Project Life Cycle

Model Business
Deployment Objective

Model Data

Evaluation Gathering

Model DEF!
Building Preparation




Simple Neural Network







Creating a Basic Neural Network Model to Distinguish Between Albert Einstein and Thomas Edison

Albert Einstein Thomas Edison



Data Gathering
Learning Database




Data Preparation

Data Preprocessing
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Model Building : Training phase

Albert Einstein
200 x 200 200 x 200

Threshold is 0.5
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Model Building : Training phase
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Weights after iteration 0




Model Evaluation

we should use pictures that
have not been used during
the learning phase.



Model Evaluation

i=4000



i=4000
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Intelligent Intrusion Detection Systems

Phishing Websites Detection

SPAM Detection

User Behavior Analytics (UBA) Automated Software Vulnerability

Detection

Security Orchestration and
Automation

Next-Generation Antivirus (NGAV)

Malware Detection and Classification



Malware Detection and Classification

Training phase

Malicious Executables
Benign Executables

Protection phase

Unknown Executable

\ 4

Training

v

\|/

s

Predictive model

Benign / | Malicious

Model decision
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Automated Static File Analysis

DNS Requests

HTTP Traffic

Suricata Alerts

Reads the windows product ID

Reads the active computer name

Reads the cryptographic machine GUID

Tries to sleep for a long time

Writes data to a remote process

Sets a global windows hook to intercept keystrokes

Contains embedded VBA macros with keywords that indicate auto-execute behavior

Contains embedded string that indicates auto-execute behavior

-

"hosts": ["0.0.8.0", "255.255.255.255",
"10.0.2.2", "10.0.2.15", "239.255.255.250",
"224.0.0.22", "10.0.2.255"], "dns": [],
"tcp": []}, "behavior": {"pracesses™:
[{"parent_id"™: "428", "process_name":
"Balcc307ed378bc79bc524497282c4d9¢535cc3014d
8e2a9%e72c@baad681b3e9”, "process id": "7@0",
"first seen": "20140831184558.308", "calls™:
[{"category"”: "filesystem", "status":
"SUCCESS", "return": "0x00000024",
"timestamp™: "20148831184558.308",
"repeated”: @, "api": "CreateFileW",

"arguments™: [{"name": "lpFileName",
"value"™: "C:\\WINDOWS\\system32
\\duser.d11"}, {"name": "dwDesiredAccess",

"value": "GENERIC READ"}]}, {"category":
"filesystem”, "status": "SUCCESS", "return™:
"M, "timestamp": "20140831184558.308",

o

Opened the service control manager

Opened the service control manager

Requested access to a system service

Creates new processes

Drops executable files

Found potential IP address in binary/memory

Uses a User Agent typical for browsers, although no browser was ever launched

Reads the registry for installed applications

Contacts domains

Contacts server

Contains embedded VBA macros

Creates a writable file in a temporary directory

Creates mutants

Loads rich edit control libraries

Loads the .NET runtime environment

Process launched with changed environment

Scanning for window names

Sets a windows hook

Spawns new processes

Dropped files

Opens the MountPointManager

Touches files in the Windows directory

Hooks API calls

Queries sensitive |E security settings

Installs hooks/patches the running process

Analysis Report

Reads information about supported languages

o|r|r|kr|lo|jo|lOo|r|r|O|r|O|r|O|r|Oo|r|O|R |k |FR|O|k|R|O|R|O|F |k |k |o|lo|O|O |k |k |k

Behavioral Patterns




Malware Detection and Classification

Input Layer

DNS Requests

HTTP Traffic

Suricata Alerts

Reads the windows product ID

Reads the active computer name

Reads the cryptographic machine GUID

Tries to sleep for a long time

Writes data to a remote process

Sets a global windows hook to intercept keystrokes

Contains embedded VBA macros with keywords that indicate auto-execute behavior

Contains embedded string that indicates auto-execute behavior

Opened the service control manager

Opened the service control manager

Requested access to a system service

Creates new processes

Drops executable files

Found potential IP address in binary/memory

Reads the registry for installed applications

Contacts domains

Contacts server

Contains embedded VBA macros

Creates a writable file in a temporary directory

Creates mutants

Loads rich edit control libraries

Loads the .NET runtime environment

Process launched with changed environment

Scanning for window names

Sets a windows hook

Spawns new processes

Dropped files

Opens the MountPointManager

Touches files in the Windows directory

Hooks API calls

Queries sensitive IE security settings

Installs hooks/patches the running process

Reads information about supported languages
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Output Layer
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Adware
Spyware
Worm
Trojan
Rootkit
Backdoors
Keyloggers
Ransomware



Benefits of Al in cybersecurity

Real-time Advanced Reduced
Threat Threat False
Detection Detection Positives

Scale and Adaptability Predictive

Speed Analytics

Reduced Cost
Workload Efficiency




limitations of Al in cybersecurity

Data Quality
Dependency

Complex
Integration

Interpretability

Resource
Requirements

Maintenance
and Updates

Human Skills
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