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Al for Development Series

1. The Al Series

The Telecommunication Development Bureau (BDT) of the International Telecommunications Union
are promotinganinitiativeto deepenthe understanding, and promote further discussion and
collaboration, among policy makers and regulators of the significance of artificialintelligence (Al)
and the policy and regulatory issues thatare beginning to emerge fromthe development of Al.

The Al Seriesisa part of thisinitiative. The Al Seriesincludes:

e Thisintroductory module which introduces some of the key aspects of Aland the important
policy and regulatory issues that arise and that are discussed elsewhere in the Al Series;

e A module onAlgovernance examining governance strategies for Al to limit the risks arising
fromthese innovativeapplications and helping to unlock their opportunities;

e A module onthe ethical and societal issues arising from Al; and

e A module ontherelevance of Alinthe currentand future development of the Internet of
Things (loT) and how security should be addressed, including in relation to data protection
and privacy.

2. Introduction to Al

There is no accepted definition of artificial intelligence (Al). Professor Nilsson, from Stanford
University, describes Al, and intelligence, as follows:

“Artificial intelligence is that activity devoted to making machines intelligent, and intelligence
is that quality that enables an entity to function appropriately and with foresightin its
environment”?

At the ITU’s Al for Good Summit 2017, Al was described as:

“.. aset of associated technologies and techniques that can be used to complement
traditional approaches, human intelligence and analytics and/or othertechniques”.

Al comprises abroadrange of computational technologies, some of which are developments of
existing technologies and some brand new.

One of the themes of this Al Series is that policy makers and regulators need to increase their
understanding of Al technologies and the policy implications of this technology, exchange
experiences and discuss possible governance and regulatory frameworks to capture the benefits of
Al and addressits challenges. It will be important for policy makers and regulators todevelop a
cross-sectoral and interdisciplinary approach to facilitate Al.

Althoughthe term Al has only recently come into widespread publicconsciousness, Alitselfis not
new. Altraces its roots back over 50 years. However, Al systems and their use in many fields have
developedsignificantly in the lastfew years, revealing the true potential of this technology. It may
still be debated whether Alis a revolutionary technology. Many expertsinthe field believeso.
WhetherAlisrevolutionary, oran evolutionary technology, it shines light on awide range of policy

L Nils J. Nilsson, The Quest for Artificial Intelligence: A History of Ideas and Achievements (Cambridge, UK: Cambridge
University Press, 2010).
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and regulatoryissues from adifferentangle and with a more intense focus than we have seen with
othertechnologies.

As illustrated in the module on Alin society “These two factors —a growing global ubiquity and an

emergingsetof risks and rewards — is why Al presents such a wide array of increasingly sticky ethical
and societal concerns”.

Al is popularly used todayina narrow and relatively basicform, includingimage and voice
recognition systems; Siri and Alexa; Amazon and Netflix recommendations; subtitles on overa billion
YouTube videos; fraud detection by credit card companies, etc. Today, Al systems recognise images
and words as well as, if not better than, most humans.

Robotsand Al are different. Robots are automated, but they are not usually autonomous.
Automated means beingable to do physical or mental work that could have been done by a person.
It generally involves repetitive tasks. Autonomous systems are designed to operate in changing
circumstances without human control. Theylookforpatternsandlearnfrom theirexperience,
withoutfollowing a programmed set of instructions. Normally, automated systems do notuse Al,
but increasingly robots and otherautomated systems will use Al in performing manual or cognitive
tasks.

In this Al Series, when we referto Al, we do not usually mean “artificialgeneralintelligence”, which
may be defined as the ability to do any intellectualtask thata humanis capable of. Itistoo earlyin
the development of the technology to considergeneral Alin any substantive way.

Rather, this Al Series generally refers to “narrow Al”, which are narrower applications of human-like
intelligence?.

“Al products tendto evolve from laughably weak to interesting but feeble, then to artificial but
useful, and finally to transcendent and superiorto humans”?

3. Applications of Al

There are three key things that are propelling momentum for Al today: the availability of fargreater
quantities of data, increased computer processing power (particularly cloud computing) and

algorithmicadvances. We may also add to this listthe increasing ubiquity of high speed broadband
networks.

a) Currentand potential applications

Currentand potential applications of Al across the digital ecosystem include:

Healthcare Education

More accurate diagnosesandtreatment; Automating teachertasks; virtual teaching
personalised medicine; improved medical assistants; automating assessments;
decision-making; forecasting health risks and programmingassignments; personalised or
improving preventative responses; virtual customised learning; students learning at their
agentsto guide patients; remote patient own pace; remote teaching and assessments;
monitoring and consultations personalisation atscale

2 When chapters do discuss “artificial general intelligence”, itis highlighted and dealt with specifically
3 GarryKasparov, Deep Thinking: Where machine intelligence ends and human creativity begins (John Murray,
2017)



Al for Development Series

Publicservices Utilities
Betterforecasting; more efficientand targeted | Optimising managementand use of utility
provision of publicservices infrastructure; better predictions of demand

and supply; condition-based maintenance,
rather than scheduled maintenance; increasing
capital productivity

Meteorology Climate change
Analysis of weather patterns; predicting More accurate climate models
adverse weather-related events

Transport

More efficienttransport systems; as well as
autonomous vehicles; making publicand
private transport safer

b) Sustainable Development Goals
Al isexpectedtobe a keyenablerforcountries toachieve the Sustainable Development Goals.

At the ITU’s Al for Good Summit 2017, the significance, and implications, of Al for developing
countrieswas discussed:

“Developing countries may have the mostto gain from Al, but unless we are vigilant, they
may also havethe mostto lose. In order to reap the benefits of Al, vastamounts of data are
needed, which are only available through mass digitization —an area where developing
countries lag far behind. There can be no mass digitization without universaland affordable
access to broadband, which is centralto ITU’s mission. We need to avoid a deepening of the
digital divide, so the benefits of Al can be distributed equitably ™.

This highlights the challenges for emerging countries around digitisation, and broadband access, to
the successful application of Al technologies, which we discuss furtherin this module and in this Al
Series.

A critical point was also made at the Al for Good Summit 2017 that:

“..itis vital that the needs of a diverse range of people, including the mostvulnerable, guide
the design and development of Al systems. Those who are furthest behind in terms of social
and economicdevelopment are at the centre of the SDGs and need to be at the centre of
design and application of technologies such as Al”.

We discuss the potential of Al, and some of these challenges, furtherin this moduleand elsewhere
inthis Al Series.

4. Status of Al development and availability around the world

Al developmentis currently mainly concentrated in large wealthy countries orregions (in particular,
the United States, Chinaand the European Union). Al developmentis also concentrated in sectors

41TU, Al for Good Summit 2017 report: https://www.itu.int/en/ITU-
T/Al/Documents/Report/Al_for_Good_Global_Summit_Report_2017.pdf
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which are early adoptersin digital technologies (the high-technology sector, telecommunications,
financial services, etc)®. Akey characteristicof each of these sectorsisthat industry participants
have access tolarge volumes of structured data.

Accordingto the McKinsey Global Institute:

“Al investmentis growing fast, dominated by digital giants such as Google and Baidu.
Globally, we estimate tech giants spent 520 billion to 530 billion on Al in 2016, with 90
percent of this spent on R&D and deployment, and 10 percent on Al acquisitions. VC and PE
financing, grants, and seed investments also grew rapidly, albeit from a small base, to a
combined total of 56 billion to 59 billion. Machine learning, as an enabling technology,
received the largest share of both internal and externalinvestment”.

Much of the Al investment today relates to machine learning (almost 60% of investment according
to McKinsey), which isan enabling technology for other Al developments. Autonomous vehicles, for
example, is arelatively smallinvestment class currently, but experts predictitis likely toemerge
quickly. Autonomous vehiclesis ahigh publicprofile technology and willbe a bellwether of Al and
its acceptance, or resistance, by the public.

Adoption of Alin health and educationis growing, from a low base. Both sectors face the challenge
of havingto build the trust of professionalsinthatfield, the publicand regulators.

India case study: In February 2018, India’s finance minister Arun Jaitley informed Parliament, during
the 2018-2019 budgetspeech, that Niti Aayog, the premier policy think-tank for the government,
will overseeaNational Programme on Al, focussing on research and development of Al and its
application.

The Digital India programme, the government’s initiative for the promotion of Al, machine learning,
and otherrelatedfields, intends to emphasise promotion of Al in 2018 and has set up four
committeesto encourage research related to Al. These committees are focused on researching and
working on development of Al, creating a data platform, skilling, re-skilling, research and
development, legal regulatory, ethical and cybersecurity issues. Digital India’s funding nearly
doubled to USS477 million for 2018-2019.

5. The technologies usedin Al
a) Machinelearning

Machine learningis a subset of Al. It’swhat most people tend to think of when they imagine Al.
Machine learning allows systems to learn directly from data, without being explicitly programmed.
Structured and unstructured data provide raw material for algorithms, using training datato identify
statistical rules and correlating inputs with successful outputs, learning to make predictions and
recommendations. Machine learning algorithms tend to emphasise outcomes over processes. They
use induction and decision-treetechniques, building context by analysing new data.

As notedinthe module on Aland loT in security aspects, “In a nutshell, machinelearningis all about
automatically learning a highly accurate predictive or classifier model, or finding unknown patterns
indata, by leveraginglearning algorithms and optimization techniques”.

5 McKinsey Global Institute
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b) Deep learning

Deeplearningisinturna subset of machine learning that uses algorithms to gain more abstract
insights from data. There are otherforms of machine learning(such as search, symbolicand logical
reasoning, etc), butdeep learningisthe most prominent. There have been some highly successful
developmentsin machine learningand deep learning in recent times. Artificial neural networks are
trained on enormous data sets powered by high performance computing.

Artificial
Intelligence

Machine Learning

Deep Learning

¢) Neuralnetworks

Neural networks, with layers of “neurons”, each receiving aninput, detect patterns and then provide
an inputto the next layer of neurons. Aneural network generally contains many layers and many
neuronsin each layer, with intricate webs of connections between the layers. The technologyisvery
loosely inspired by how the human brain and nervous system works.

d) Computervision and naturallanguage processing

Computervision and natural language processing are important Al technologies. Computervision
has accelerated with the developmentsin deep learning. Computer vision takes advantage of
powerful graphics processing units (GPUs), which are used in machine learning, which can, e.g.,
quickly and accurately processimages orvideo toidentify objects and position.

Natural language processing enables Al systems to understand whatis said or written and its
meaning. The technology is now moving beyond responding to simple text enquiries into beingable
to engage in more complex interactions with people.

Computervisionisanimportanttechnology for healthcare and natural language processing for
education.

e) Supervised and unsupervised learning

Supervised learning algorithms are trained on datasets thatinclude labels estimated by a data
scientist, indicating the importance of features within the problem. Backpropagation applies an
algorithm which makes it possible for machinesto predict an outcome based oninputinformation
provided. The algorithm runs many trials, learning from each trial by analysing the difference
between the assigned expected outcome and the outcome reached. The algorithm then adaptsits
previous guessand attempts the process again. Thisis repeated until the algorithm hasranall its
cycles (orepochs), resultingin the “actual” outcome based on the initial values given.
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Unsupervised learning algorithms must determine the importance of features within the problem on
itsown, by analysinginherent patternsin the data. An amalgamation of these methods are semi-
supervised orreinforcement learning algorithms.

The module on Al and loT in security aspects includes a detailed description of the key technologies
underlyingthe developmentin Al.

6. Investment and ICT infrastructure requirements

Al issupported by ICT infrastructure. Thisincludes cloud-based computers with high processing
powers, butalso loT networks of sensors and devices that can feed vast quantities of real-world,
real-time datainto Al systems.

To supportAl, ICT infrastructure will need to be flexible, very low latency, reliable, secure and
adaptable todifferent use cases.

a) Communications infrastructure

Al will require “smarter” communications networks, which involve softwarisation, cloud
infrastructure, virtualisation and more complex network structures.

a. Mobile telecommunications networks

In mobile telecommunications networks, the foundation communications infrastructure forthe
foreseeable futurewill be IMT-2020 or 5G, whichis expected to be commercially widely availablein
the early 2020’s. IMT 2020 will facilitateincreasing “softwarisation” of the network —greater
virtualisation and centralisation of operations (reducing cost, increasing flexibility in meeting
customerand network requirements). These technologies benefit network providers by reducing
their costs, but also Al users will benefit from the scalability and customisation of these
technologies.

Some key IMT-2020 technologies:

e Softwaredefined networking (SDN) —allows greater flexibility, agility and control in large
networks; the foundation of many emerging network technologies® ’

e Network function virtualisation (NVF) - allows operators to use commercial servers for base
station hardware; decreases complexity of hardware needs

e Networkslicing —allows operators to provide isolated sub-networks, each optimised for
specifictypes of trafficcharacteristics

5G networks, with far greater capacity requirements, will require “densification” of the networks,
with more base stations and access points, at both the macro and small cell layers.

6 See the ITU’s SDN portal here: https://www.itu.int/en/ITU-T/sdn/Pages/default.aspx
7 See: Recommendation ITU-T Y.3150 “High level technical characteristics of network softwarization for IMT-
2020".
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5G isoptimised for Internet of Things (1oT) capabilities, where an enormous range of devices will
connectto the network. The World Economic Forum estimates there will be as many as 30 billion
loT devicesinthe nexttenyears®.

Smart cities are a use case that goes beyond |oT, butloT isintegral to smart cities.

Although 5G willin time be the foundation communications infrastructure to support Al, networks
operating 4G and possibly 3G can still provide areliable infrastructure for some applications.
Sensors, forexample, that feed Al applications and are only required to communicate occasionally
with small amounts of data mayindeed operate over 3Gor even 2G.

b. Fibre networks

Increasingly, fibre infrastructure will be necessary to support the more advanced mobile
telecommunications networks. Fibre backhaul willbe required to connecttothe base stations and
access points to provide low latency and high capacity.

Although fibre infrastructure is availablein main centres of large developed countries, and alsoin
central urban areas of many emerging countries, it remains a huge challenge for governmentsto
facilitate the expansion of the range of fibre networks with the sort of density that will be required
for advanced mobile telecommunications networks, but even more so outside of urban areas and
intorural areas.

c. Investmentand marketstructures

The investment requirements for new fibre-rich, high-speed mobile broadband networks to support
the full realisation of an Al future will be considerable in most countries. In many countries, new
duct or pole infrastructure will be required to push fibre deeperinto the networks. Environmental
and health concerns around the world may create real consenting obstacles for densified high-speed
mobile networks.

This pressure may resultin calls for single networks, at least at the passive layer, which willbe
shared by retail service providers and others providing loTand Al applications. Whether existing
market structures builtaround infrastructure competition will still be fit for purpose in thisnew era
may be a valid questionin some countries.

Governments and regulators will need to consider how this new infrastructure will be financed and
how access will be provided. Co-investment models may be appropriate in some jurisdictions, or
new infrastructure could be owned by non-traditional telecoms investors, such as infrastructure
funds. Governments may be investors, supplemented by donorfundsin some cases.

There are many issuesforgovernments and regulators to considerto drive the deployment of new
broadbandinfrastructure. Alisa use case for high speed broadband and there are many other
applications for broadband networks. However, we emphasise the importance of high quality
communications infrastructure as akey enabler of an Al future.

b) Cloudinfrastructure

Al reliesonrobustcloudinfrastructure to provide the computing powerto run the algorithms and
massive data sets that are required.

8 https://www.accenture.com/t20170411T115809Z__w__/us-en/_acnmedia/Accenture/Conversion-
Assets/WEF/PDF/Accenture-Telecommunications-Industry.pdf
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Some key cloud technologies:

e Infrastructure as a Service (laaS)—infrastructure elements are hosted by a third party, which
may include hardware, software, storage, with associated services

e Platformas a Service (PaaS)—a service that allows usersto develop, run and manage their
own applications, usingcommon infrastructure

e Softwareasa Service (SaaS)—a service that provides access to software over cloud
infrastructure and platforms

This alsorequires physical data centre infrastructure to run these cloud applications. There are
hundreds if notthousands of data centres around the world and they are essential for centralised
cloud computing. Theyalsoconsume alarge amount of energy and so access to low cost and high
quality electricity systems isimportant for their development. Indeed, as with all ICT technologies, a
certain base level of electricity infrastructure will be required to realise Al’s full potential.

7. Socio-economic impact of Al

Al will allow certain functions to be performed more accurately and efficiently than humans are
capable of. The implications of this are wide ranging and will impact on socio-economic matters such
as employment, training and the future of work. The same can be said for automation. Indeed, itis
helpful to considerthe socio-economicimpact of both Al and automation, as they both are emerging
as potenttechnologies and will both have wide ranging effects.

Thisis nota newissue. Society has been dealing with the impact of technology and mechanisation
on jobsforhundreds of years. As with previous generations of technology, the growth of Al and
automationis expectedtoadversely impact on employmentinsome areas, but also create new
employmentinotherareas(e.g., datascience fields).

All of thisis uncertain. We may be able to anticipate jobs thatare likely to be lost because of Al and
automation, butwe don’tknow whenthisis likely to occur. We expectitwon’toccurevenly around
the world. Some countries, and some sectors, will be affected earlierthan others. Some countries
may be insulated fromits effects forsome time.

We also don’t know what new jobs will be indemand inan Al future and whether there will be anet
gainor netloss of employment.

Nevertheless, we can anticipate that many people around the world will eventually be affected to
some degree by the impact of Al and automation. The broad implications of these effects may
require considerations of development of social safety nets and ideas such as universal basicincome.

Governments need to develop asense forwhere and when the benefits and risks of Al will be

experienced, how those benefitsand risks are likely to be realised (broadly or narrowly) and where
the opportunities are for broadly shared benefits.

a) Jobsthatwill be affected by Al

Overtime, we can anticipate that the impact of Al and automation on employment may be
profound. In one prominent 2013 study by Frey and Osborne?®, the authors estimate “... around 47

? https://www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of Employment.pdf

10
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percentof total US employmentis ... atrisk — i.e. jobs we expect could be automated relatively soon,
perhaps overthe next decade or two”.

In emerging countries, the impact of Al on employment could be more significant, with greater
proportions of low skilled workers performing manual or repetitive tasks. These jobs are potentially
most at risk of beingreplaced by automation.

In a World Bank study??, the authors found that two-thirds of all jobs are susceptible to automation
inthe developingworld. However, the impact of Aland automationin emerging countriesis likely to
be cushioned fora period by slowertechnology adoption thanin developed countries and lower
wages. Lowerwagesin emerging countries may attract jobs that cannot be efficiently undertakenin
developed countries impacted by Al and automation. On the other hand, the United Nations
believesthattheinevitableincreased usage of robotsin developed countries will erode the labour-
cost advantage which emerging countries have enjoyed??.

Jobs willincreasingly require peopleto work collaboratively with Al, just as we do today with new
technologies. Aland robotics will tackle manual or repetitive tasks, while humans will undertake
more creative or strategictasks, which complement the respective strengths of machinesand
humans.

b) Preparing people forthe age of Al

Itisclear that policy makers should begin the process of adapting their education and training
systems to prepare their people for the age of Al.

Throughoutformal education, there has been a primary focus on literacy and numeracy, which have
beenimportant skills formany jobs intoday’s workforce. However, recent studies show that current
Al techniques are close to performing literacy and numeracy tasks at or above the proficiency of 89%
of adultsin OECD countries (Elliott, 2017) 2.

This suggests that policy makers should consider preparing students beyond literacy and numeracy
to include trainingand skillsin such areas as problem solving, dataand statistical literacy,
computational thinking and digital technology.

If the future of work is likely toinvolve humans workingin complementary areas alongside Al, then
educationand training should prepare people inthose complementary areas. This training will be
required froman early age, through primary and secondary school and on to tertiary education.

Justas importantly, it will also be necessary to considerthe needs of those already inthe workforce
and those of working age, who will require trainingin new skills. Continuous learningitself will be a

core skill goingforward. People need to be prepared and adaptable to meetthe needs of achanging
work environment.

SkillsFuture initiative case study:InJanuary 2016, the Singapore government created the SkillsFuture
initiative. Thisinitiative provides guidance on expected areas of employment growth and training
subsidies. To enable Singaporeans to take time out of full employment, acredit for workforce

10 https://openknowledge.worldbank.org/handle/10986/23347

11 http://unctad.org/en/PublicationsLibrary/presspb2016d6_en.pdf

12 See http://www.keepeek.com/Digital-Asset-Management/oecd/education/computers-and-the-futur e-of-
skill-demand_9789264284395-en#page90 pg 88-90, 96.

11
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retraining has beengiventoeveryoneaged over 25, with furthertraining subsidies available to those
over40 (The Economist).

If countries aspire to be Al hubs, then serious trainingin Al development is required at graduate and
post-graduate level. Considerableinvestmentin tertiary level capabilities and facilities will be
necessary.

¢) Impactontaxationrevenue

Onitsface, ifa robotor Al process displaces ahuman for the same job, this will not necessarily
impact on the income tax revenue fromthat person, solongas that personisable to find another
jobfor asimilarincome. However, if anotherjob fora similarincome is notavailable, ornot
available immediately to replace the displaced job, then incometax revenueforthe government will
diminish.

This has led policy-makers in some countries to consider how to manage any shortfall inincome tax
revenue that may arise as a result of robots or Al processes replacingjobs.

Robot tax case study: As part of EU-wide legislative talks on regulation of automation, arobot tax
was proposed, andrejected, in February 2017. This tax would have been levied on robot owners, to
pay forretraining of workers who lost their job. Robot taxis a colourful description of atax on
automation. EU Commissioner Andus Ansip described such a tax as a “tax on progress”, which would
resultin Europe fallingbehind othersin Al development.

On the otherhand, South Korea has begun limiting tax incentives forinvestmentsin automated
machines. South Korea’s “robot tax” involves reducing currently available tax deductions for
automationinvestments. While not directly taxing the employment disruption caused by robots, itis
intended to provide comparableresults. The reform would reduce the current deductions of three
to seven percentforautomationinvestment by up totwo percent.

In 2016, the United Nations Conference on Trade and Development (UNCTAD) remarked that:

“Clearly, withouttheintroduction of a majortax on robots as capitalequipment, robot-based
manufacturing cannot boost the fiscal revenues needed to finance both social transfers, to support
workers made redundant by robots, and minimum wages, to stem a decline in the living standards of
low-skilled and medium-skilled workers.”*3

d) Safetynets

Universal BasicIncome (UBI) has been proposed by some experts as asolution to address the social
consequences of the expected displacement of jobs by automation (and Al). Under UBI, all citizens
would receive areasonable amount of moneyto ensure atleasta minimum standard of living. Top
economists, such as the chief economicadvisorto the Government of India, Arvind Subramanian,
and economics Nobel prize winnerSir Chris Pissarides, among others, have shown theirsupport for
UBI.

In emerging countries such as India, Subramanian argues that a safety net from UBI would support
people impacted by poverty due to droughts, declining agricultural opportunities etc. Inasimilar
light, a decline in manual orrepetitive tasks due to automation may also require asafety netto

13 http://unctad.org/en/Publicationslibrary/presspb2016d6_en.pdf p.3

12
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catch those whose work becomes redundant. Sir Chris Pissarides advocates for UBI as a solution to
inequality, which may be expected torise because of automation.

Theideaof a universal basicincome has existed since the industrial revolution. In 1849, John Stuart

Mill famously proposed that a “certain minimum” should be assigned by the government forthe
subsistence of every member of the community, whether capable ornot of labour.

e) Otherpolicy proposals

The ITU paperon the social and economicimpact of digital transformation onthe economy for
GSR17** examined many of these issuesin depth. Anumberof proposals are put forward for

policies aimed at promotinginnovation in advanced technologies while mitigating workforce
disruptionin developed economies, including:

o ‘“Increase public expenditures in education to increase the skills (including digital skills)
acquired through formaltraining;

e Implementlabor policies focused on workers being able to retain their current jobs or move
to new areas of demand (job placement services, special labor market programes,
apprenticeship programs);

e Putin placesubsidies to lessen job disruption of low-skilled workers (tuition-free education,
temporary cutin payrolltaxes, basic income guarantees);

e Implement policies aimed at increasing geographic mobility (reduction of relocation costs,
subsidized housing; and

e Promotedemand forskilled workers by accelerating the rate of innovation in areas likely to
be affected by job disruption effects”.

8. Significance of a strong foundation in data

Al requires astrong foundationin data. Access to data is needed to train Al systems, to allow them
to identify patterns, whichin turn enables those systems to make predictions and
recommendations. In comparison to data, computing power has almost become acommodity and
so perhaps lessimportant tothe development of Al as access to data.

a) Opendataandopenstandards

Opendata and openstandards for publicdataare likely to be animportant enabler of Alin many
countries. Opendataimproves the quality of publicservices, through learnings from the datamade
available and providing new insights, which willalso be valuable for Al. Open standards will assist Al
systems in making sense of the complexity of data.

Governments can promote open standards to build a robust data ecosystem in their country,
particularly for publicdata, making systems and datainteroperable. Theseinclude common
standards for metadata, which will allow the provenance of datato be traced as data is used and
reused fordifferent purposes?>.

14 https://www.itu.int/en/ITU-
D/Conferences/GSR/Documents/GSR2017/Soc_Eco_impact_Digital_transformation_final GSR.pdf

15 For further discussion about open data in developing countries, see Verhulst and Young, “Open Datain
Developing Economies: towards buildingan evidencebase on what works and how”, July 2017
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This may be one of the most significant steps that Governments can take to prepare themselves for
the age of Al. A quality governmentdata environment, with open standards, willbe foundational to
maximise the achievement of the Sustainable Development Goals through the use of Al. Conversely,
a poor government data environment, with inconsistent and incoherent standards, willimpede the
potential for Al.

Governments can play an importantrole in developing and adopting effective anonymisation or de-
identification techniques which can be implemented through these open standards, providing an
appropriate balance between re-identification risks and the publicbenefit in using this information.
We discuss anonymisation or de-identification techniques further below.

The Open Data Charterisa collaborative effort between data experts and over 70 governments
operating with the objective of opening up publicdata. The Open Data Barometer (ODB) isan
initiative of the World Wide Web Foundation®. In its most recent survey (2016), they found that 79
of 115 countries studied had operational open datainitiatives.

Open data charter case studies: The principles of the Open Data Charter are in summary: open by
default, timely and comprehensive, accessible and usable, comparable and interoperable, for
improved governance and citizen engagement and forinclusive development and innovation'’.

The G8 have an opendatacharter!®. Underthe opendatacharter, all governmentdatais expected
to be published openly by default, alongside principles to increase the quality, quantity and re -use of
the data that is published.

b) Internationaldata exchange

Governments can promote the international and regional exchange of data and global collaborative

efforts. Medical researchisan area where there are expected to be particular benefits from
international exchange of appropriately anonymised clinical data.

The European Parliament is currently discussing the final stages of a bill to allow free flow of non-
personal databetween EU countries. A draft bill allowing nearly unrestricted flow of non-personal
data (aside from where there may be concerns for publicsecurity) was passed in the Council of the
EU on 20 December2017. The legislative work is expected to be finished by June 2018.

The OECD Privacy Framework encourages transborder flows of personal data between countries
where safeguards and effective enforcement exists consistent with the OECD guidelines. Any
restrictions which are made to transborder data flows should be proportionate to the risks
presented. The OECD framework intends to avoid the creation of unjustified obstacles to economic
and social development. They use the example of excessive protection of personal data, exceeding
the requirements necessary. The OECD recognises the benefits towards efficiency gains and
convenienceofincreased transborder flows of personal data, howeverthey are concerned with
respectto the protection and enforcement of privacy.

¢) Dataforpublicgood

The publicgood applications of Al are likely to be considerablefor all countries. However, the public
good applicationsin emerging countries may be even more significant thanin developed countries,

16 https://opendatabarometer.org
17 See here for more details: https://opendatacharter.net/principles/
18 https://opendatacharter.net/resource/g8-open-data-charter/
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where commercial applications of Al will likely, at leastinitially, receive most of the investment and
attention of the majorplayersinthe field.

However, much of the data that will be valuable froma publicgood perspective will be either
personal data or commercial and proprietary data. This creates a tension between publicgood on
the one hand and personal privacy and commercial strategicvalue on the other hand.

Personal data, whichis provided and may only be used for certain purposes, may have substantial
publicbenefitsifit was accessible, forexampleforresearch purposes orfor providingimproved
publicservices onananonymised orde-identified basis using Al technologies.

Healthcare data case study: More health-related datais being collected than everbefore, including
by mobile apps, Fitbit, etc. Access to anonymised patient data may be highly beneficialfor medical
professionals and researchers.

Governments can develop rules for who can access this sensitive data, what it can be used forand
how it is stored, protected from cyberrisks and how it should be anonymised or de-identified.

Consideration willneed to be given to providing incentives and mechanisms to share health data for
these publicbenefit purposes. The same likely applies for education data (information about student
performance, etc).

A differentset of issues arises with commercial or proprietary data. Some commercial or proprietary
data will be derived from personal data provided inreturn fordigital services. Othercommercial or
proprietary data, with potential publicgood applications, willbe developed forthe purposes of
providing commercial services (such as mapping data collected by various companies).

Thereislikely to be strategicvalue in that data which weighs against use outside of the business
concerned. Costsand legal risk will also be a consideration. Forexample, there may be costs
associated with the anonymisation or de-identification of any personal information, which would not
have neededtobeincurredifthatinformation was notreleased. There may be legal risks for the
business, particularly around re-identification or third-party confidentiality rights.

Nevertheless, publicbenefit may be realised in accessing appropriately protected, or aggregated,
commercial or proprietary data for new Al based publicservices. Questions of incentives, and

safeguards (e.g., protections from liability), for holders of proprietary data to share that data for
publicservices needto be considered.

These are critical issues for governments preparing forthe Alage. Where the publicbenefit from Al
technologies anditsreliance on high quality datais growing, these tensions between personal
privacy and commercial considerations need to be deliberated by governments, and the publicand
the major holders of personal data. While theseissues are presentin the current era, they are likely
to become more prominentinthe Al age.
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9. Ethical, legal and regulatoryissues

a) Personaldata

Data protection laws protect personal data, which isinformation aboutanindividual. Accessto
personal data, andits protection, will be critical to the future evolution of Al. Al will notsucceed if
people lose confidence in the ability of Al to protect their personal data.

The European Union has a comprehensive regulatory framework for the protection of personal data.
The approach inthe European Unionisto treat personal dataas information about anidentified or
identifiable individual. This hasbeen broadly followed inthe OECD guidelines and the Privacy
Framework of the Asia-Pacific Economic Cooperation!®, amongothers. By contrast, forexample, the
United States has pursued more of a sector-specificapproach for personal data.

Privacy laws do not apply to non-personal data (information that does not relate to an identified or
identifiable person), orto data where the person’sidentity has been sufficiently anonymised or de-
identified?°.

Existing data protection laws were usually established at a time of limited collection and limited
usage of personal data. What has changed inthe intervening period is that more data is now
collected aboutindividuals, in new ways, atfargreaterscale. Personal datais used (and re-used) for
a much widerrange of purposesthan everbefore, often far beyond the original purpose. An
increasing number of entities are involved in the collection and in the processing of data, often
without explicitknowledge of the individual. There is very limited publicawareness of these
activities.

Collection case study: Data is being collected through sensors, social networks, vehicles, etc. Itis
captured as a by-product of interaction with devices, services, etc. Datais collected directly, e.g.
through use of device, andindirectly, e.g., through sensors, Wi-Fi hotspots, orjust beingin places,
includinginthe home. Data may still be private, evenifitis capturedinpublicplaces.

Big data and analytics allows for greaterinsights to be obtained from collected data, be yond what
had beenthe original purpose of collection. Sometimes those insights may be apparent much later
than the time of collection.

The EU approach, and in many other countries, isto protect information that relatesto an
“identified” individual, but alsoinformation thatrelatestoa personthat is “identifiable” (thatis,
they could be identified). Inthe EU?}, there is a test of reasonable likelihood of identification, but
the testis dynamic, in thatinformation may not be “identifiable” at the ti me of collection, but it may
become identifiableasa reasonable likelihood through the progress of technology change.

De-identification case study: The anonymisation or de-identification of data can remove immediate
privacy concerns. However, developmentsin advanced analytics overrecent years has meant that

19 OECD guidelines definepersonal data as "anyinformation relatingto an identified or identifiableindividual
(data subject)”. The Privacy Framework of the Asia-Pacific Economic Cooperation 2004 defines Pll as "any
information aboutan identified or identifiable individual."

20 eg., inRecital 26 of the GDPR, personal data thatis “rendered anonymous insuch a manner that the data
subjectis not or no longeridentifiable” is excluded

21 Recital 29, GDPR
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personal data may increasingly be inferred from de-identified data. Professor Paul Ohm has
highlighted that re-identification risks, arising out of modern analytics technologies, renderdata
increasingly identifiable??:

“Easy reidentification represents a sea change notonly in technology but in our understanding of
privacy. It undermines decades of assumptions about robust anonymization, assumptions that have
charted the course for business relationships, individual choices, and government regulations.”

These developments, and these concerns, have inturn propelled the search for advanced new
technologies that can substantially reduce re-identification risks. These new technologies include
differential privacy and homomorphicencryption.

Differential privacy is a method of data collection which applies random noiseto the dataset on
collection, where anindividual’s true information is distorted and will not be recognisablein the
dataset.

Homomorphicencryption allows for the computational use of encrypted data, without knowledge of
the true (decrypted)data. By never needingto decryptthe data, the privacy of usersis
uncompromised during the computational process. Although homomorphicencryption has existed
as an ideafor nearly 40 years, full homomorphicencryption is not expected to be usable for several
decades due tothe intensive computing power required.

The tensions between data protection and the realisation of loT will create new grey areas with
space to circumvent legislative boundaries. These are addressed inthe module on Aland loT in
security aspects. The module also examines how data protection may be threatenedinanloT
environmentand further discusses Al-based privacy enhancing techniques and mechanismsin
greaterdetail.

Some experts have called into question whether the traditional data protection law models are
suitableinthe Aland big data age, where informationis increasingly identifiable. Some academics
argue that the distinction between “identified” and “identifiable” information is becoming
meaningless?3:

Koop argues that?*:

“Current data protection law ... might be considerably more productive if, instead of trying fitfully
to establish where the border lies between personal and non-personal data, we would allow for
categories of data that have certain effects on people when they are processed, regardless of
whether or not they relate to identifiable individuals.”?>

This brings up the issue of context. Attitudes of the publicto data protection (the benefits and the
risks) depend onthe context. Forexample, people often disclose personal information to receive
digital servicesandfeelnostrongneedto protectthe mselves. Butthat same information, usedin
anothercontext, orwhen combined with other data, may be very concerning forthe individual.
Therefore, another possible approach to data protection law is to be more context-specificand

22 0hm, P. (2010) “Broken Promises of Privacy,” 57 UCLA L. REV. 1701 (2010)

23 For example, see Schwartz, P. and Solove, D. (2011) “The PIl Problem: Privacy and a New Concept of
Personally IdentifiableInformation” 86 N.Y.U. L. Rev. 1814

24 B) Koops, ‘The troublewith European data protection law’ International Data Privacy Law, Volume 4, Issue4,
1 November 2014

25 http://www.isaca.org/Groups/Professional-English/privacy-data-protection/GroupDocuments/2014-08-
24%20%20The%20Trouble%20with%20European%20Data%20Protection%20Law.pdf
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provide different levels of protection of data depending on the sensitivity and proposed use of the
data.

These issues extend far beyond Al, but have arelevance inthe Al context due to the use of personal
data, or anonymised orde-identified data, in Al processes.

b) Notice and consent

While most countries, in most circumstances, require notification of the individual of the purpose of
collection, use and disclosure of their personal data, there are different approaches takenin relation
to obtaining consent. Some jurisdictions (e.g., the EUcountries) adopt a notice and consent
approach, while others are notification based, with consent required in limited circumstances.

People have often “consented” to the collection of theirdata, e.g., toreceive the be nefit of adigital
service. Individuals are presented with detailed terms and conditions, which few are likely to have
read or understood beforeaccepting. The purpose of collectionis often broadly described and
individuals in many cases have little knowledge of information thatis collected about them and what
it'susedfor.

And things can change. The use of a service may vary from the time of initial notification and
consent. With Al and bigdata, new insights can be gained from old data, including through
combining data, and questions arise whetherthe original notification or consent was sufficient.

The solution to these difficultiesis likely toinvolve greater transparency and publicawareness of the
benefits,and the risks, of intensive data usage.

Some experts have argued that data protection law should recognise the trade-offs involved when
publicgood may be derived from personal data. Tene and Polonetsky suggestthat: “Where
prospective data uses are highly beneficial and privacy risks minimal, the legitimacy of processing
should be assumed even if individuals decline (or are not asked) to consent”.

Casestudy Singapore data consultation: The Personal Data Protection Commission of Singapore
(PDPC) recently conducted a public consultation on approaches to managing personal datainthe
digital economy?®. Singapore’s data protection legislation primarily provides for consent as the basis
for collection, use and disclosure of personaldata. The PDPCnoted that, in today’s analytics-driven
world, it may notalways be possible to anticipate the purposes for use and disclosure at the outset.
Also, it may not be possible always to obtain consent fromindividuals when their datais collected or
attempt to identify the individuals to seek their consent for every new purpose.

The PDPC proposed an approach where notifyingindividuals of the purpose can be appropriate,
where there is no foreseeable adverse impact on the individuals arising out of the collection, etc, of
the personal data. The PDPC also proposed that there be a “legitimate interest” in collection, etc, of
personal datawithout consent. Thisisa more limited ground, intending to apply in situations such
as prevention of fraud.

26 https://www.pdpc.gov.sg/Legislation-and-Guidelines/Public-Consultations#ACTR1
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¢) Bias or fairness issues

Al systems should be developed to ensure the equal and fair treatment of peoplethat are affected
by decisions made by that system.

Thisissue can arise as a resultof biasinherentin the data on which the algorithms are trained
(which may be derived from human biases at the time of collection). Forexample, Al systems may

have beentrained onlimited data with under-representation of certain demographics, or systems
which are selectively used for marginalised populations.

As suggestedinthe module on Al, Ethics and Society, “the risks forbiasin Al is probably greaterdue
to the qualities of its datasets than forany “hand coded” biases of its algorithms”.

Heat map case study: JessicaSaunders etal.,?” illustrate the results of bias through police “heat
maps”, which attemptto predict where best to patrol. Through increased patrolling, more criminals
are caught inthose areas, leadingto the system beingtrained to increase patrolling further.
Saunders etal., discovered that the use of “heat maps” by police has led to disproportionate
harassment of African Americans.

The lack of diversity of those involvedin Al research (a “sea of dudes” (Mitchell) and a “white guy
problem” (Crawford, 2016)) is anotherissue. This lack of diversity mayinturn create certain types of
biasesin Al systems, created through the lens of white male Al developers.

At a practical and technical level, itis very difficult for developersto ensure data oralgorithms are
free frombias.

But Al may also be the solution to this problem. Alsystems are likely to produce more impartial
resultsthan humans as they are not susceptible to conscious orunconscious biases if they are
designed properly. They can be usedto detectand eliminate biases.

Thisissue wasrecognisedin the Korea Mid-to Long-Term Master Plan in Preparation for the
Intelligent Information Society?®: “As the massive quantities of data involved and high complexity of
Al algorithms will make it nearly impossible for humans to rid these systems of biases once they
begin operating and evolving, policymakers may well need to develop and establish refined methods
forapplying and testing ethical standards for their development at every stage (e.g., requirements
fortesting the fairness and reliability of data, enforcing the fiduciary duty of developers, preventing
reverse choices, etc.)”

d) Interpretation and transparency

Al systems today are rarely set up to be transparentand provide reasons fora decision that it makes.
As aresult, Al systems can be difficult tointerpret. However, in certain circumstances (where the
outputs are consequential for people, e.g., grantinga mortgage, insuringahome, etc.), reasons may
needtobe providedforan Al decision.

27 Jessica Saunders et al., Predictions Putinto Practice: A Quasi-Experimental Evaluation of Chicago’s Predictive

PolicingPilot, 12 J. EXPERIMENTAL CRIMINOLOGY, 347,350-51(2016).
28

http://www.msip.go.kr/dynamic/file/afieldfile/msse56/1352869/2017/07/20/Master%20Plan%20for%20the%
20intelligent%20information%20society.pdf

19



http://www.msip.go.kr/dynamic/file/afieldfile/msse56/1352869/2017/07/20/Master%20Plan%20for%20the%20intelligent%20information%20society.pdf
http://www.msip.go.kr/dynamic/file/afieldfile/msse56/1352869/2017/07/20/Master%20Plan%20for%20the%20intelligent%20information%20society.pdf

Al for Development Series

In part, this relatesto the bias and fairnessissues discussed above. Where decisions are
consequential, and where bias orfairness (or simply errors) can be a concern, thenissues of
interpretation and transparency becomeincreasingly important.

Human decisions, of course, are also not necessarily interpretable or transparent. Al systems are
more easily audited than humans.

Europeanlaw makers have introduced a “right to explanation” in the GDPR, which requires
“meaningful information about the logicinvolved”?°. Questions arise over what an explanation is and
whetherdisclosure of the programis sufficient. Thereisalsoaright forthe personconcerned “...
not to be subject to a decision based solely on automated processing, including profiling, which
produceslegal effects concerning him or her or similarly significantly affects him or her”°,

Black box case study: There are inherent difficulties with transparency and interpretation of “black
box” deep learning or neural networks. These systems are high performance, but they are also
opaque and less transparent. Concerns have been raised by Al engineers over whethertransparency
requirements may compromise performance.

Specialised tests may be required thatlook forbad outcomes. Artificial inputs could be used to test
for unusual situations that can produce unexpected outcomes. Some details of the system’s design
may be published, enabling analysis, without revealing proprietary or private information.

Despite the difficultiesin “black box” systems, transparency is likely to be essential in building public
trustin Al, at leastin those circumstances where outputs are consequentialfor people. Failure to
build and maintain publictrust will likely lead to underuse of thisimportant technology.

Ethical guidelines will be required. Insome consequential areas, people will expect the right to
understand the decision-making process, etc. In certain highly sensitive areas, there may be a need
to limitdevelopment of Al to areas where human explanationis possible.

The Al, Ethics and Society module explainsin greater depth the issuesinvolved in interpretability and
transparency in Al systems. Dr Best refers to the Statement on Algorithmic Transparency and
Accountability released by the ACMUS PublicPolicy Council (2017), that advises transparency of
data usedto train Al systems, as well as explainability of their decisions. The statement also suggests
auditing systemsin case of harm, redressing groups adversely affected by algorithms, and holding
accountable the entity producingthe algorithm.

e) Accountability and liability
What happensif Algoes wrong? Accidentsand even crimes can happen due to Al decision making.

Al isin many respects no different to othertechnologies. The designers and manufacturers of Al
systems, and the users of those systems, are potentially accountable and liableforhow those
systems operate, depending on the civil or criminal law of the country concerned.

29 Articles 13 and 14, GDPR
30 Article22, GDPR
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In most countries, avictim of harm can sue the wrongdoerundercivil law rules for negligence,
failure of statutory duty, etc. But whois liable whereitisthe Al systemthatis doingthe wrong? 3!

While there is discussion in academiccircles of the concept of legal personhood for Al systems, itis

currently too abstract to be given serious practical consideration. So, the Al system itself, lacking
legal personhood, would not be liableforthe harm that it causes.

We can imagine the owneroruserof the Al systemto be potentially liable, notwithstanding that
they did not cause the harm. Owners and users of technology commonly have legalresponsibility,
whenthe harm is caused by technology that they control (say, industrial machinery). This may be
undertort laws or strict liability laws.

What's different with Al is that, being to some degree “intelligent”, it operates autonomously and
potentially in waysthatare notexpected by the owneroruser of the Al system. To the extentthat
some faultisrequired onthe part of the owneroruser, thenit may be difficult to prove this with
autonomous systemes.

Anotheroptionfora victim of harm islegal action against the manufacturer of the Al system, under
productliability laws in some countries (usuallywithout having to prove fault by the manufacturer),
or undercivil law where some fault would have to be demonstrated.

Governments need to consider whether liability for Al systems should be based on fault (like
negligence) orstrict liability (where no fault needs to be shown). Should Al systems be treated like
domesticanimals, unpredictable, but where public policy approaches torisk allocation make the
ownerof the animal liable forits actions? The answer may be different for different types of
systems. And if the owneror user of an Al systemisstrictly liable, then they would need to claim
againstthe manufacturer when the issue arose out of a defect, which may not be straightforward.

This also givesrise to the question of whether compulsory insurance should be acquired by an
owneror userof Al, where they are strictly liable, such as occurs with vehiclesinanumber of
countries. Compulsory insurance means that the victim can claim against the insurer.

Compulsory carinsurance case study: The UK government has proposed asystem where compulsory
car insurance will be required to provide cover for motorists when they hand overcontrol toan
autonomous vehicle. Motorists, ortheirinsurers, willthen rely on existing rules of product liability
and negligence to ascertain who’s responsible.

In the criminal law domain, there may be a question over whether apersonintendstocommita
crime whenitis committed by an Al-enabled machine that the person owns or uses.

f) Appropriate standards

If regulationisto be applied to Al, what standards should algorithms be required to meet? Thisisa
new and evolvingareaand policy makersin some countries have begunto considerregulationinthe
context of autonomousvehicles.

31 For further discussion on these iss ues, see European Commission staff working document “Liability for
emerging digital technologies” SWD(2018) 137 24 April 2018; also, Petit, “Law and Regulation of Artificial
Intelligenceand Robots: Conceptual Framework and Normative Implications”9 March 2017 and the European
Parliamentresolution of 16 February 2017 with recommendations to the Commission on Civil Law Rules on
Robotics (2015/2103(INL))
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Autonomous vehicles case study: The Germany Ethics Commission published areport on automated
driving guidelines forthe programming of automated driving systems in August 2017. The report
consisted of 20 proposals, such as that automated drivingis an ethical imperative if the systems
cause feweraccidentsthan humandrivers, in every driving situation it must be clearly regulated and
apparentwhois responsible forthe driving task —the human or the computer.3?

Duringa recent hearing before the United States Congress subcommittee on Digital Commerce &
Consumer Protection inthe United States?3, the chairman of the committee proposed that Al, such
as autonomous vehicles, should be implemented underthe condition that they are safer drivers than
humans.

Various questions arise when considering the extent of safety required before acceptance of an
autonomous system being “saferthan humans”. For example, isanautonomous vehicle expected to
have feweraccidents on average thana human, or isit expected to outperforma human with access
to the best safety features currently available? How much saferthan humans do we expectan
autonomousvehicleto be before they are accepted by policymakers? Further, who undertakes the
certification process, testing the safety levels before publicimplementation, and to what extent?

In many respects, the high-profile area of autonomous vehicles will be the bellwether forthese sorts
of issues going forward.

g) Verification and validation

For critical systems, Al companies will be expected, orrequired, to be able to verify whether the
technologyis operatingasintended underactual operating conditions, with no unwanted or
unpredictable behaviours. This will require manufacturersto prove, test, measure and evaluate
systems before they are deployed.

However, Al machine behaviour can change as algorithms evolve. This creates complications when it
comes to verification. How long would a verification be expected to be effectivefor, before needing
to be re-verified? Traditional software verification may not be adequate. In safety critical systems
and infrastructure, like planes and bridges, there are robust and accepted processes foraddressing
verification and validation to ensure safety and reliability. Manufacturers of Al systems willneed to
address how to manage the riskand building asafety case for the technology.

h) Security threats

Al systems will give rise to cyber-security threats. Hackers will look to access Al machines or datasets
used by machines or loT sensor networks in ways that may negatively impact on Al behaviour.

While Al presents anotherattack vector for cyber-criminals, Al can also be used toimprove
cybersecurity by anticipating attacks, identifying vulnerabilities and taking steps to prevent attacks.

The main subject matter of the module on Aland loT in security aspectsis on cyber-risksinloT
environments. It describes in detail the overall features and technical issues that arise inthese

32 See https://www.bmvi.de/SharedDocs/EN/publications/report-ethics-
commission.pdf?__blob=publicationFile

33 Self-Driving Vehicle Legislation: Hearing Before the Subcomm. on Digital Commerce & Consumer Prot. of the
H. Comm. on Energy & Commerce, 115th Cong. (2017) (opening statement of Representative Greg Walden,
Chairman, Subcommittee on Digital Commerce and Consumer Protection).
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environments. Aframework forthe adoption of Aland how it can be used to enforce the security of
loT devicesand networks is discussed.

The pointis also made that “In security, [available] of big data means Al techniques can be exploited
to analyse and recognize patterns of security vulnerabilities to prevent such attacks. Thus, the ability
of loTbased platformto learn from data to analyse, identify and mitigate security threatsis an
importantfeature thatevery loT system shouldincorporate”.

i) Marketstructure issues

A relatively small number of firmsin the private sectorare currently at the forefront of pioneering Al
development and they are deepening theirexpertise.

Research facilities within private sector organisations are moving towards becominglargerthan
universities or publicfacilities in Al, attracting leading practitionersinthe Alindustry. Thesefirms
also possess enormous troves of data, gained as a result of the digital services that they provide. Itis
difficultfor smaller firmsto compete in the market, given the concentration of in-depth analysis
withinthese companies and theiraccess to massive datasets.

There may be questions whetherthis leads to market power, including consideration of issues over
barriersto entry in Al-related markets. Forexample, the data, although deep, may notbe unique to
that firm, whichwouldreduce barrierstoentry. These issues may arise inamergersand
acquisitions context, where one of these firms seeks to acquire another firm with Al capabilities.

More broadly, stresses are likely to emerge from asituation where the key inputs to thisimportant
technology (data, algorithms, know-how and IP) are held by the private sector, often outside the
jurisdiction concerned, but where the publicgood benefits fora country are so great.

We expectthisisanarea where ICTregulators, and competition authorities, will need to examine
closelyinyearstocome.

10.Institutional framework and cross-sectoral and interdisciplinary
approaches

a) Establishment of an oversight body

In most countries, there is a case for a government body or committee to be responsible for
oversightoverAl activities. It would not be premature to create such a body now.

This government body or committee may be newly established orit may be an existingbody or
committee, orindeed an existing regulator orgovernment department, that perhaps has oversight
overemergingtechnologies and theirimplications for policy-making. It may include people from
outside of government, including academics, people from industry, consumerrepresentatives and so
on.

Howeveritis constituted, an oversight body would be charged with providing advice to government
more broadly. Its tasks may include:

e promoting publicknowledge and meaningful publicdialogue about Al and its benefits;
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e researchand analysis of regulatory and policy issues, as well as future technological
developments;

e providingsupportfor,and coordination with, sector-specificregulators;
e establishingstandards, codes, ethical guidelines reflecting community values; and

e coordinatingwith othersimilarbodies internationally.

We see thisoversight body havingrecommendatory powers, rather than enforcement powers.

International case studies: The Advisory Board on Artificial Intelligence and Human Society3* was
established in May 2016 underthe Japanese Minister of State for Science and Technology Policy to
advance research and development and use of Al technologies.

The French Digital Council®> was established as anindependent advisory commission thatissues
independent opinions and recommendations on questions relating to the impact of digital

technologies onthe economy and society and consults on new legislation or draft regulation.

Similarly, the UK Parliament has recommended a standing Commission on Artificial Intelligence.

Governments generally willneed to up-skillin Al, to understand its policy implications. Al technical
and policy capability should in due course be spread throughout government, providing more
diverse perspectives on Al technology within the publicsector.

The authors of the module on Al governance, discuss the importance of reducinginformation
asymmetriesingovernmentwhenitcomestoAl. As well asbuildinginternal capacity within
government, they proposevariousideas forgovernmenttointeract with expertsinthe private
sector, including through “tours of duty” and positions that operate outside of traditional

bureaucraticstructures. They suggest establishing ongoinginterfaces with experts, that can
supplement orreplace the needto hire experts.

b) Sector-specific policy

Sector-specificregulators are likely to lead policy developmentsin theirrespective areas. For
example, issues around enablinginfrastructure would appropriately be dealt with by ICT regulators
and ministries, issues around transport by transport regulators, medical applications by health
authorities, financial markets by financial regulators, consumer protection by consumer protection
authorities, etc.

c) Cross-sectoralpolicy

However, we can also envisage that a new technology, such as Al, will require increasing cross -
sectoral approaches, which will require collaboration between different sectoral regulators. The ITU
has emphasised the benefits of collaborative “G5” regulation, with the need to define the

34 http://www8.cao.go.jp/cstp/tyousakai/ai/summary/aisociety_en.pdf
35 https://cnnumerique.fr/en/french-digital-council/
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foundation, platforms and mechanisms for working with othersectorregulators to help achievethe
Sustainable Development Goals3®. This willalso be pertinentin the context of Al policy.

Models for addressing cross-sectoralissues case study: Although notan example directly related to
Al, the field of mobile money has required cross-sectoral regulatory approaches, in this context
through the financial sector regulators alongside ICT regulators. The financial sector regulators tend
to focus on increasing competition and efficiency, while the ICT regulators tend to focus on providing
broad policy guidance on data protection, consumer protection etc.

Mobile moneyis alsoan example where, by implementing enabling regulation, growth and market
penetrationincreased much fasterrelative to non-enabling regulation.
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In some areas, governments may promote the sharing of incident and safety datarelated to Al

amongdifferentsectoral regulators, such as what occurs with civil aviation with incident or near
miss data.

d) Multistakeholder governance generally

One of the issues discussed inthe module on Al governance is building effective multistakeholder
governance groups. They propose aset of principlesto guide the establishment of these groups and

arange of toolsthat policy makers and regulators can deploy to engage with diverse stakeholdersin
advancing Al governance.

e) Data protection regulation

Because of the importance of data, and personal data, to the emergence of Al, the regulator with
responsible for maintaining data protection laws will play aprominentrole.

This may be an area of responsibility for the ICT regulator, or the privacy or data protection regulator
(if a general data protection regulator has been established).

36 See, for example: https://www.itu.int/en/ITU-D/Regional-
Presence/Europe/Documents/Events/2016/Regulatory%20Conference/ITU RegulatoryTrends%20Sept%20201
6_J Ponder.pdf and https://www.itu.int/en/ITU-D/Regional-
Presence/Europe/Documents/Events/2017/Regulatory%20Conference/Session%202%20Rosheen%20Collabor
ative%20Regulation_Montenegrol TU.pdf
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Whichever authority has responsibility for data protection, itis clearthat the privacy implications of
Al will be acritical area of focus for that regulatorgoing forward. They will need the appropriate
resource and powers to undertake this role.

f) Exploratory regulatory approaches

While we consideritis premature to implement specific Al regulation, we see meritin beginningto
put in place structures and methodologies forexploring the potentialregulatory implications of Al.
These mayinclude regulatory “sandboxes”.

Sandboxes case study: Regulatory sandboxes allow for the piloting of new Al technologies in safe
environments. The objective would be to promote innovativeinvestmentin Al for local application,
starting with a contained, low risk, rule that permits something that would otherwise have been
limited or prevented by regulation. This allows developers and regulators to observe, experiment,
testand adapt furtherfromthere.

In the Al governance module, itis suggested that “policymakers and regulators can create spaces
thatallow them to experimentin an iterative fashion with policies and regulatory approaches, that
still allow forthe development of new Al technologies, while still advancing core values of public
safety, privacy, consumer protection, and due process”.

11. A roadmap for regulators

There will clearly be aneedforpolicies and regulation that promote and facilitate the use of Al
technologies, while atthe same time addressing the potential challenges that these technologies
present. These challenges may be different between developed and emerging countries.

a) Risk of over-regulation in growth phase

As discussed earlier, thereis no clear definition of Al. Al developments are likely to occur gradually
and incrementally, but they may experience arapid acceleration (S-curve model).

Thereisa risk of over-regulation in the incremental growth phase that we are currentlyin.
Overarching regulation appears to be inappropriate right now. Indeed, existing regulatory
frameworks may be fit for purpose or may require relatively minor change. There will be different
considerationsin different contexts. Policy makers should consider how Al can reduce risks, as well
as the risks that it creates.

b) Public awareness and trust

Al has received considerable media attention, but much of it has been superficial. There is little
publicawareness of the problems that could be solved by Al, with more publicattention on extreme
situations where Al mightgowrong(e.g., accidents caused by autonomous vehicles).

Thisis an area where governments play animportantrole in helping society to prepare and adapt to
Al. Governments can helptodevelop publictrustand understandingin Altechnologies and what
the implications of these technologies will be for people.

This stage is critical and will be one of the first things that governments should be doing. Ifthereisa
lack of trust and understandingamongthe public, orif there is excessive fear of the consequencesof
Al (e.g.,inemployment), the potential benefits of Al may well not be realised. People may be
reluctantto allow theirdatato be usedin the development of these systems and may not be
preparedtousethemor allowthemto be used.
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¢) Addressing the digital divide

The module on Al governance also highlights supporting local ecosystems of entrepreneurship and
start-ups, as well as supporting capacity development at universities. It considers government
programmes tofacilitate the growth of entrepreneurial ecosystems, technology business incubators
and othermethods.

d) AnAl nnationalplan

Governments should consider developing an Al national plan. Thiswould be adocument that
outlinesthe key strategies for preparing the country for Al. It should address the opportunities and
risks, many of which are outlined in this Al Series.

For majoreconomies, with research and investment ambitions, the Al national plan willbe a
comprehensive document.

Al nationalplan case studies: The United States®” and China®® have both produced substantial
national Al plans, with Indiaplanningto release theirown shortly. These plans focus on the research
needs, regulatory requirements, datasharing and preparing an Al savvy workforce.

Emerging countries may have different objectives, but planningatanational level is stillnecessary.
While it may be premature to regulate forAl, itis nottoo early to lay the groundwork forthe
emergence of Al. Asdiscussed elsewherein this introductory module, there are some key things
that all governments can do now in anticipation of Al, including:

e Beginningapublicdialogueto raise awareness of Al as a technology, of its benefits and
potential consequences and how the governmentis preparingforit;

e Developingaquality government dataenvironment, with open standards;

e Engagingwith businesses operatinginthe countrythatare investingin Al internationally,
and that may hold large amounts of personal data, and discussing the development of Al
applications with publicgood purposes and that may fulfil Sustainable Development Goals
objectives;

e Considering potential infrastructure roadblocks that could limit the potential for Al (e.g.,
access to 5G spectrum and deployment of fibre infrastructure); and

e layingthe groundworkforresolving some of the important macroissues that we discuss,
including the future of work and how to prepare people forachangingwork environment
and the fiscal, and safety net, issues that may arise with Aland how to prepare forthese
impacts.

We also suggestan oversight body, which we discussed inthe previous section.

37
https://obamawhitehouse.archives.gov/sites/default/files/whitehouse_files/microsites/ostp/NSTC/national _ai
_rd_strategic_plan.pdf

38 https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-government-
outlines-ai-ambitions-through-2020/
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Thisis an area where potential international or regional collaboration can be highly productive.
Many countries are encounteringtheseissues atalmostthe same time. Also, some of the actors

involved will include global international businesses, that will be viewing these issueson an
international orregional basis.

We raise many otherissuesinthis introductory module, and in this Al Series, butitis not necessary
forindividual governmentstoresolve all of theseissues up front, atleastin the firstiteration of the
Al national plan. Some of these issues willtake time to emerge and show theirtrue contours and,
apart from maintaining awareness of them, will probably not need to be addressed immediately.
Otherissuesare likely to be substantially resolved at aglobal level and may not require resolution
locally.
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