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I. Introduction

This module is one part of a four-part series on AI for Development. The series covers a range of issues relevant to policymakers and regulators as they seek to understand and address the challenges and opportunities of AI technologies. The series covers AI, its potential societal impacts, governance questions, and cybersecurity and Internet of Things issues.

The other modules of the AI for development series make it clear that “AI” is not one thing—it refers to a range of different technologies and applications used in many different ways. The other briefing papers also highlight that we are at different places in our collective empirical and normative understanding of these technologies, their impact on humans and society, and the best ways to deal with the changes ahead. This state of uncertainty is mirrored in the contemporary debates about the governance and ethics of AI, where both public and private sector leaders and experts have many different ideas about how to best limit the risks of these innovative AI applications and help unlock their opportunities. For example, some experts have called for the formation of new regulatory agencies that specialize in AI or robotics. Governments and international organizations have started to create non-binding standards to govern the creation and use of AI. Individual companies are releasing their own ethical guidelines constraining their own use of AI. Multistakeholder partnerships are currently formulating their own best practices for the development and deployment of AI. And academics have created frameworks to ensure that AI training data and outputs are used “for good.”

Although there are many proposals for addressing AI’s challenges, these efforts do not represent a holistic governance framework ready for application in the real world. Instead, existing proposals are possible building blocks and elements towards a more comprehensive approach. That said, there have been efforts to sketch at a conceptual level what a holistic governance framework for AI might look like. For example, one of the authors of this paper has proposed a layered model for AI governance that describes three layers of different governance approaches: (1) the technical layer – focusing on technical standards
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2 Throughout this paper we collectively refer to these opportunities and risks as the “challenges” of AI.
and constraints on the collection, use, and management of data by AI algorithms; (2) the ethical layer – focusing on ethical and human rights principles; and (3) the social and legal layer – focusing on creating institutions for regulating autonomous systems.\(^8\)

Credit: Urs Gasser and Virgilio A.F. Almeida (2017)

From this model one can see how existing efforts like those described at the outset, such as Singapore’s accountability-based framework, or the IEEE’s Ethically Aligned Design Principles, can each play a role in a larger governance framework. However, the envisioned framework is like an evolving library; we know where the books would go, but many of the books are still being written. In addition, a series of structural challenges make it currently difficult (and in our view inadvisable) to build an all-encompassing single AI governance framework:

1. **Unknown societal impact:** Governance frameworks aim to address particular societal problems based on evidence, and yet for most aspects of AI we currently lack a solid empirical understanding of the short- and long-term consequences of the technologies. In many cases, reliable metrics to track societal impacts beyond unemployment and GDP are not readily available—a task that is particularly difficult given the dual-use nature of AI, with a variety of positive and negative impacts.

2. **Undefined questions:** In many areas of application, researchers are still defining some of the “right” questions to be asked. For example, when we look at issues like disinformation or hate speech online and how AI might be used to help counter those challenges, we do not yet even fully understand the scope of the problem. We struggle to answer many foundational questions, such as: How do we define harmful speech or “fake news”? What is the role of platforms in addressing these issues? What level of error are we willing to accept from automated systems that police content online? And what interventions—technological, legal, social, normative or otherwise—will help us address it?

---

3. **Diversity of frameworks**: AI is not emerging in a total vacuum and is shaped in important ways by existing norms and governance frameworks. For example, medicine, automobiles, and data collection are spaces with complex, local, national, and international governance structures in place that interact with the development and deployment of next generation technology. The EU’s recently enacted GDPR, for instance, is not an AI-specific governance framework, but already constrains how data can be collected and used for machine learning.

Given these structural challenges, the quest for a comprehensive and detailed governance framework for AI seems unrealistic—at least for the time being. Instead, we believe that a more productive approach would be to focus on the development of governance elements and strategies and the interplay and interoperability between these building blocks in a layered model. It is in this spirit that this paper offers a set of approaches aimed at assisting policymakers and regulators in building capacity so that they can engage in the shaping and creation of the evolving governance frameworks for AI. This is no small task. For many policymakers and regulators, addressing the challenges of AI may seem daunting in large part because they are complex, fast-moving, and dynamic, and as a result a handful of broad areas of concerns have emerged. Based on formal and informal dialogues at international forums such as the ITU’s AI for Good Summit, the Internet Governance Forum, and the Global Summit on AI & Inclusion, as well as the Berkman Klein Center’s Global AI Dialogue Series, original interviews with leaders and experts in the field, and a review of AI policy materials, four broad areas of concern have crystallized:

1. **Increasing information asymmetries**: Knowledge about AI is increasingly held within a handful of companies within the private sector, creating knowledge gaps and information asymmetries that challenge policymakers and regulators, who often struggle to keep pace with the latest societal developments and their societal implications, and lack the technological depth to understand the full range of possible approaches and the tradeoffs that they might entail.

2. **Inadequacy of unilateral public-sector action**: Just as most of the knowledge about AI is held within the private sector, so too is much of the control of the technical development of AI technologies. Even if information asymmetries can be fully bridged, many of the most effective approaches may require private sector participation and support.

3. **Exacerbating the digital divide**: The digital divide has long been a concern for decisionmakers, and AI is making these concerns ever more pressing, both from an impact and development perspective. From an

---

impact perspective, AI technologies often require substantial digital infrastructure and data to be effective. This means that areas with the most data and the most robust digital infrastructure will be the first to reap the benefits of these technologies, leaving underresourced, less connected communities even further behind than they are now. And from a development perspective, areas without strong technical capacities (both human and digital) may find it challenging to participate in the global governance dialogue, and to compete with more established market competitors from places like Silicon Valley and China.

4. Creating and maintaining a competitive environment: Because AI is so dependent on data, existing privacy and intellectual property regulations, as well as legal interoperability across jurisdictions, can have outsized impacts on the development of AI technologies. Moreover, existing market incumbents with large amounts of data can leverage those datasets to create lock-in and network effects. The sum effect is that decision makers may struggle to support local entrepreneurial efforts in AI technologies.

These concerns are important and real. Some of these concerns are familiar issues that are exacerbated by new AI technologies, and others are novel concerns emerging from new applications. Either way, there are tools that policymakers and regulators can deploy to address these concerns and ensure fair, accountable, and transparent outcomes. In the remainder of this paper, we go through each of these four areas of concerns and identify some of the many approaches and tools that policymakers and regulators can and should experiment with. This “toolbox” builds upon previous experiences when dealing with disruptive technologies, including the Internet, and the governance challenges those technologies have created. In particular, we offer tools that address each of the following challenges that policymakers and regulators face when addressing AI governance issues:

1. Addressing Information Asymmetries
2. Building Public-Private Partnerships
3. Bridging the Digital Divide
4. Sustaining a Competitive Environment


11 Throughout this paper we refer to these as “tools.” We recognize, however, that much of what we describe are governance approaches. Many of AI’s challenges that policymakers seek to address are closely connected to, or are proxies for, difficult social, economic, and political challenges. As such, there are neither simple fixes nor external solutions that can simply be dropped in.

12 To be clear, we do not suggest that AI governance will look like Internet governance, but we recognize that because this space is still in flux and because not everything is new, Internet governance and other areas of governance can serve as a source of inspiration when exploring how different tools might be used to address certain challenges.
II. Tools for Addressing Information Asymmetries

Emerging technologies such as AI has the potential for tremendous societal benefits, so long as risks can be managed and mitigated through informed, evidence-based decision making. However, the more complex the technology, the harder it can be for regulators and policymakers to understand the potential impacts of the technology and the potential ramifications (both intended and not) of any proposed policy intervention. This is particularly true with AI, where even technical experts struggle to fully explain the inner workings of their systems. Moreover, much of the expertise that exists about AI has been consolidated into the hands of a small group of companies, further exacerbating the difficulty that policymakers face when trying to craft informed policies. This challenge is one of information asymmetries -- a growing imbalance of foundational knowledge between the private and public sectors that is particularly acute for AI technologies.

Although information asymmetries are stark with respect to AI, such asymmetries are a fundamental challenge for regulators and policymakers seeking to address the challenges of any complex technology. For example, policymakers have frequently struggled to overcome information asymmetries regarding cybersecurity and encryption. Cryptography is a complex mathematical field, and encryption is increasingly important in a range of technologies. For that reason, even well-informed policy makers can struggle to predict the impacts of encryption policies. For example, two months after the 2016 San Bernardino shooting, two US Senators proposed legislation that would have effectively banned the distribution of secure web browsers.

Just as policymakers must address information asymmetries to craft effective encryption policies, so too must they bridge information asymmetries in order to craft effective artificial intelligence policies. For example, policymakers with a limited understanding of how machine learning applications can reinforce existing societal biases may disproportionately rely on AI to solve difficult societal issues, such as the
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prevalence of pre-trial detention in the criminal justice system, and unintentionally make things worse, not better.

Guiding Principles
Policymakers and regulators need not become technical experts in AI, but it is important to work to reduce information asymmetries. In that process there are a few high level principles that can guide policymakers and regulators:

- **Create compelling opportunities for experts to join government.** AI expertise is incredibly valuable within the private sector, making it cost prohibitive for governments to compete outright for hiring such experts. Governments are unable to compete with the salaries or earning potential available from large technology companies or innovative startups. However, policymakers and regulators can offer short-term appointments or “tours of duty” that appeal to civic responsibility, rather than competing outright with the private sector.

- **Reduce participatory friction for experts.** Technical experts are often unfamiliar with bureaucratic and government processes, and short-term appointments do not afford the opportunity to learn how to effectively advocate within these systems. Instead of asking AI experts to operate within existing, complex bureaucratic structures, policymakers and regulators can create positions that operate outside of traditional bureaucratic structures, such as Chief Innovation Officer roles that report directly to the agency heads, so that technical experts can influence AI governance without needing to first learn how to navigate governmental institutions.

- **Obtain hands-on experiences with AI technologies.** There is no substitute for hands-on experience. Through building AI technologies in-house, visiting AI labs and businesses (both local and in other countries), and testing products, policymakers and regulators will learn about the way AI technologies are being developed and applied, and how they might evolve in the future.

In putting these principles into action, there are a range of tools that policymakers and regulators can deploy to narrow the information gap—some more general to emerging technologies, and some specific to AI. In particular, policymakers and regulators can bridge the knowledge gaps between governments and the private sector by (1) building internal capacity and (2) developing knowledge exchange interfaces between regulators and experts. Below, we explore some specific approaches for both.

1. **Building Internal Capacity**

20 For example, given the close relationship between cloud computing and big data, on the one hand, and AI on the other, some of the same approaches that policymakers have used to close the information gaps with respect to big data and cloud computing are equally applicable for AI. See Urs Gasser and David O’Brien, “Governments and Cloud Computing: Roles, Approaches, and Policy Considerations,” Berkman Klein Center for Internet & Society, March 17, 2014, https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2410270.
One way for policymakers and regulators to bridge information gaps is to bolster the technical expertise within government. This brings technical expertise in-house to policymakers and regulators to work side-by-side with policymakers and regulators in crafting policies and interventions, and can help reduce bureaucratic frictions. This kind of capacity development can occur at the individual layer, through special hiring and recruitment processes, or at the institutional layer, through creating and utilizing expertise across government agencies and departments.

(a) **Recruiting Individual Expertise.** At the individual layer, policymakers and regulators can attract AI experts to government by creating and funding more job positions, supporting residency programs that temporarily place technical experts within the government, and partnering with universities to create public sector employment pipelines for aspiring experts. It is difficult to compete with the private sector, given the high salaries that AI experts can expect, but creating special temporary positions can appeal to policy-minded technical experts. For example, several United States regulatory agencies have experimented with creating positions like “Chief Technology Officer” or “Chief Innovation Officer” in order to attract experts with diverse backgrounds in security, telecommunications, privacy, and Internet governance. And programs like the Presidential Innovation Fellows Program and the U.S. Digital Service are designed to attract software engineers, designers, and product managers to perform “tours of duty” within government agencies.

In some cases individual expertise may already exist internally, and simply needs to be activated through the creation of systems that identify employees with relevant technical skills and empower them to more fully engage in the governance process. For example, the World Bank created the SkillFinder network to help employees find technical and other experts from within its 27,000 employees, consultants, and alumni. The United States Department of Health and Human Services took a similar approach in order to better utilize employees’ technical expertise for medical device safety review panels in order to speed up approval processes.

(b) **Building Institutional Expertise.** At the institutional level, capacity building can involve better connecting policymakers and regulators with the expertise and knowledge that exists in silos.


23 Examples include the Data Science for Good Program at the University of Chicago.

24 See Neil Chilson’s biography, Lorrie Faith Cranor’s biography, and Latanya Sweeney’s biography.


within other parts of government. For example, the United Kingdom Cabinet Office created open standard principles for common and secure information technology infrastructure in order to promote data standardization practices to make data transfers more efficient and useful, enabling policymakers and regulators to take advantage of knowledge from across government and reducing frictions for data exchange. Institutional expertise can also exist in peer agencies in other countries. For example, the International Development Research Centre recently held a research capacity mentorship and workshop program to facilitate ICT scholarship in the Global South.

In some cases the demand for expertise may be so great that policymakers and regulators need to pool together expertise through establishing institutions to house specialized professionals. This can counter the fragmentation that can occur with overlapping agency jurisdiction, preempt political battles for turf, and attract new specialized talent. For example, the European Data Protection Supervisor is an independent supervisory authority bringing together lawyers, IT specialists and administrators to advance privacy and data protection in the EU.

(2) Developing Knowledge Exchange Interfaces With Experts

Policymakers and regulators can also address information asymmetries by establishing ongoing interfaces with experts, which can supplement or replace the need to hire experts. By engaging academic and industry experts, policymakers and regulators can leverage external expertise and gain increased experience with AI technologies.

(a) Leveraging academic expertise. Through the support of academic research centers and research projects, policymakers and regulators can address specific knowledge gaps while building a pipeline of expertise. For example, the April 25, 2018 Communication on Artificial Intelligence, the EU announced a EUR 2.7 billion investment in “market-creating innovation such as AI”

---


30 Interagency data-sharing allows employees with different subject-matter expertise to collaborate on overlapping jurisdictions. In order to facilitate these partnerships, governments should develop a mechanism for agencies to dictate the reach and limits of their partnerships. For example, data-sharing can be facilitated by Memoranda of Understanding; the FTC and the Federal Communications Commission used a Memorandum of Understanding to share Internet Freedom consumer complaints subject to the agencies’ confidentiality policies. See FTC, “FTC, FCC Outline Agreement to Coordinate Online Consumer Protection Efforts Following Adoption of The Restoring Internet Freedom Order,” FTC.gov, December 11, 2017, https://www.ftc.gov/news-events/press-releases/2017/12/ftc-fcc-outline-agreement-coordinate-online-consumer-protection.


32 Because of the effect of AI on a myriad fields, there is more potential for fragmented jurisdiction. In the United States, for example; at least sixteen federal agencies govern sectors related to AI.

through the European Innovation Council.\textsuperscript{34} Similarly, the EU is supporting AI excellence centers to facilitate academic collaboration on AI. In the cybersecurity space, the US has leveraged academic expertise through national security-focused university research projects like START and CERT,\textsuperscript{35} which have advanced research in the areas of cybersecurity and terrorism while creating “a pipeline of approximately 30,000 data experts.”\textsuperscript{36}

(b) Activating stakeholder expertise. Expertise may also exist outside of academia, in civil society organizations, the private sector and others. Through both on-going and more time-limited engagements, policymakers and regulators can also leverage the expertise throughout these other organizations. For example, the European Parliament launched a three-month public consultation process about the future of robotics and artificial intelligence; 298 individuals, organizations, and corporations answered general\textsuperscript{37} and specialized\textsuperscript{38} questionnaires about rules on ethics, liability rules, safety and security, and institutional coordination and oversight.\textsuperscript{39} Similarly, the White House AI Workshop Series invited experts to contemplate safety and control, legal issues, and social good in events all over the United States. The series informed the preparation of the National Science and Technology Council’s report on the future of AI.\textsuperscript{40}

Ongoing collaborations between policymakers and external experts are also possible; although they require greater commitments from the participants, they reservoir of trust established over time can help address more complex questions. For example, from 2010 to 2013 Germany formed an Enquete Commission, consisting of politicians and technical experts to inform its Internet policy decisions.\textsuperscript{41} Similarly, the European Commission’s GEAR 2030 high-level group convened member states, industry groups, civil society organizations, and various observers to set


objectives, specify milestones, and assign responsibilities to “reinforce the competitiveness of the European automotive value chain.”

III. Tools for Building Public-Private Partnerships

Even where policymakers and regulators can bridge information asymmetries, developing effective governance approaches for AI’s challenges will often require private sector and civil society participation and support. AI technologies are increasingly embedded within many sectors of society, and its impacts are widespread and deep, posing difficulties for policymakers and regulators seeking to intervene. Consider for example, autonomous vehicles. The potential impacts of autonomous vehicles include: passenger safety, public safety, traffic, automobile manufacture and sales, the environment, labor markets, and more. The sheer variety of AI’s potential impacts require solutions that include span a variety of perspectives and expertise: technical, social, political, and economic, among others. Moreover, even if policymakers and regulators could navigate these diverse perspectives, addressing some of these impacts may be most effectively addressed by the private sector or others outside of government.

Building effective multistakeholder governance groups is not easy. Bringing together these diverse perspectives is important, but utilizing these perspectives to create effective governance strategies requires more than just placing people into a room. Bridging the gap between different sectors, experiences, norms, and cultures is complex because stakeholders may come to the table without a shared, common language about AI technologies or governance, with different levels of comfort with AI technologies, with different levels of resources available to invest in governance processes, or with a lack of trust.

The design of effective multistakeholder systems is challenging and is a rich and deep field of study. AI is particularly challenging, because as an academic field AI has existed for over 50 years, which can make it difficult to bring new perspectives and disciplines to the AI conversation, because trust and intellectual depth may be missing. That said, there a variety of tools that policymakers can use to strengthen the connections between the public and private sectors.

Guiding Principles

- **Develop a terminology, shared across all stakeholders.** A major challenge for both describing the challenges of AI and for developing shared solutions is that there’s no common language across stakeholders. Words like “Rules” and “function,” for example, mean very different things.

---


43 See, e.g., Urs Gasser, *et al.*, “Multistakeholder as Governance Groups.”
to a computer scientist than to a regulator. Fundamental assumptions about meaning must be scrutinized and challenged until all stakeholders can participate equally in discussing the challenges and developing solutions.

- **Take advantage of being a second (or third, or fourth, or…) mover.** AI is operating at different timescales around the world. This means that the pressing issues facing some regulators and policymakers today may seem like distant science fiction to others. This can be a distinct advantage for those who need not act immediately; as AI becomes more prevalent, such policymakers and regulators should actively learn from the experiences of both the public and private sector actors who have faced similar challenges previously. What worked in one country or region is unlikely to play out in the exact same way in another, but important lessons can still be learned through ongoing dialogue with businesses and policymakers who have grappled with similar challenges.

- **Keep an open door and an open mind.** When it comes to AI, no one understands all of the problems, let alone all of the solutions. Hearing from as many perspectives as possible will expose policymakers and regulators to issues that may not have been on their radar and creative solutions they may not have tried otherwise. And some of these solutions may not require law or regulation.

In putting these principles into action, there are a range of tools that policymakers and regulators can deploy to engage with diverse stakeholders in advancing AI governance. For example, policymakers and regulators can (1) incubate and engage in multistakeholder systems, (2) solicit public feedback on policies, and (3) utilize diverse forums as platforms for information exchange.

1. **Incubate and engage in multistakeholder systems**

One way for policymakers and regulators to engage stakeholders is through either creating or engaging in multistakeholder systems. These can be either AI specific or based on a broader set of topics that encompass AI. In either case, these systems provide opportunities for policymakers, regulators, the private sector, and civil society to share and learn about emerging technologies, develop a common language, and build trust. AI-specific systems in particular can be effective in helping educate stakeholders, including policymakers and regulators about the current state of AI technologies, can help to articulate solutions to complex problems, and can help to develop synergies among different initiatives that aim at solving related issues.

(a) **AI-specific Multistakeholder Systems.** Participation in multistakeholder systems can be an effective way for policymakers and regulators to stay abreast of state-of-art AI issues. Through sustained dialogue with the private sector, policymakers and regulators can learn about emerging AI applications. And through sustained dialogue with civil society and academics, policymakers and regulators can hear about societally beneficial AI applications, as well as emerging concerns.
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For example, the Partnership on AI, originally formed by several technology companies, now includes academics and civil society organizations such as Human Rights Watch.\textsuperscript{45} The Partnership serves as an open platform to educate its partners and advance the public understanding of AI, while supporting research, testing on AI tech, addressing privacy, transparency, security, and ethics concerns. Similarly, the World Economic Forum’s Artificial Intelligence and Machine Learning Project, seeks to support governments, industry, and academia in co-developing policy frameworks to govern AI, that will help to test theories, extract lessons and scale their adoption globally.\textsuperscript{46}

Multistakeholder systems can also help policymakers and regulators avoid duplicating existing efforts by coordinating across the myriad of AI-specific initiatives that have emerged over recent years. A recent example of this is the European AI-on-demand-platform\textsuperscript{47} which aims to enhance the economic and social potential of AI by building synergies among the existing AI initiatives in the EU. The European AI-on-demand-platform aims at activating the AI community in Europe, serving as a hub of AI-related knowledge and tools, promote the integration of AI into applications, and facilitate access to data needed by AI algorithms.\textsuperscript{48}

(b) Broad-Based Multistakeholder Systems. Because the impacts of AI are so widespread and diffuse, participation in more general multistakeholder systems can also help policymakers and regulators explore and respond to AI technologies’ impacts.\textsuperscript{49} For example, the Missing Maps project\textsuperscript{50} of the Multi-stakeholder Forum on Science, Technology, and Innovation (STI) for the Sustainable Development Goals\textsuperscript{51} at the United Nations, uses crowdsourcing to add missing areas...
to maps so that governments and humanitarian organizations have accurate data during natural disasters or epidemics. Although not explicitly an AI issue, map data is critical to many AI technologies.\textsuperscript{52}

Additionally, because many AI challenges will require solutions that span sectors and fields, broad-based multistakeholder systems can help ensure that the comprehensive solutions can be both developed and implemented with the support of all stakeholders. For example, the National Telecommunications and Information Administration (NTIA) has led several multistakeholder processes to help with a variety of complex challenges spanning cybersecurity,\textsuperscript{53} unmanned aircraft systems,\textsuperscript{54} Internet of Things,\textsuperscript{55} and facial recognition technologies,\textsuperscript{56} with the objective of developing best practices around those challenges.

(2) Soliciting Public Feedback on AI Policies

Another way that policymakers and regulators can engage diverse stakeholders on AI policies is through open calls for public feedback and dialogue about specific policy proposals. Such an approach can be particularly helpful in building trust between stakeholders and establishing legitimacy around proposed solutions. For example, when Brazil was considering the Marco Civil, an Internet civil rights framework, they used a variety of online tools between October 2009 to May 2010 to create a space for public consultation. Politicians, academics, artists, NGOs, private sector companies, individuals, and other stakeholders used online tools to blog, comment on, and debate the proposed legislative text.\textsuperscript{57} Because of the openness of the process and the impact that stakeholder impacts had on the final text of the legislation “most stakeholders saw it as a uniquely legitimate piece of law.”\textsuperscript{58}

---


\textsuperscript{57} See, e.g., Urs Gasser, \textit{et al.}, “Multistakeholder as Governance Groups.”

(3) Utilizing Diverse Forums for Information Exchange

Finally, there are numerous international forums that policymakers and regulators can utilize in order to learn from the experiences of peers who are struggling to address many of the same challenges. Policymakers and regulators can use these venues to learn from others’ best practices around AI governance and identify areas where additional research or dialogue is needed. For example, the ITU’s Global Symposium for Regulators (GSR) brings together the leaders of national telecommunication and information communications technologies regulatory authorities in order to share experiences and best practices regarding key regulatory challenges.59 The World Summit on the Information Society is a multistakeholder platform for discussing ICT development.60 And the Internet Governance Forum (IGF) is a UN-organized event that fosters dialogue around a variety of policy issues relating to Internet governance. These events are designed to foster dialogue, not implement solutions. While the IGF in particular has been criticized for being nothing more than a “talk shop,” such information exchanges can be invaluable opportunities to learn from peers, particularly on emerging and complex technical issues.61

IV. Tools for Bridging the Digital Divide

Despite the opportunities AI technologies may offer, there is a real risk that—without thoughtful intervention—they may in fact exacerbate structural, economic, social, and political imbalances, and further reinforce entrenched inequalities. For regulators and policymakers around the world, uneven access to technology remains a major concern because of its potential impacts on social and economic inequality.62 Although AI technologies can have global impacts, development has often been limited both geographically and sectorally, with a small number of companies driving forward these technologies with little input from different industries, disciplines, social classes, cultures, and countries. For that reason, there is a risk that increased reliance on AI may have unintended consequences that aggravate current disparities, particularly in countries that rely on industries at risk of being automated.63 However, with

the help of strategic policies, AI technologies might be harnessed to overcome the persistent challenges posed by unequal access.

The use of AI to develop solutions to address inequalities is promising but also raises novel challenges for policymakers and regulators. For example, many companies are working to use AI and machine learning to provide alternative credit scoring to the unbanked in developing countries, using data gathered from cell phone usage to assess credit-worthiness. While this has the potential to facilitate access to credit for many individuals, the quality of the input data depends on existing infrastructure, digital literacy, and cultural practices underlying cell phone usage. Innovative applications of AI technologies, such as alternative credit scoring, will inherit both the old challenges of the digital divide, such as disparities in digital infrastructure and technological literacy, and face AI-specific challenges, such as a lack of representative data sets.

Guiding Principles

Bridging the digital divide is not a new challenge for policymakers and regulators, but increased reliance on AI creates a greater sense of urgency. In prioritizing areas of focus, there are a few high-level principles that can guide policymakers and regulators:

- **Do not simply accept the status quo.** AI technologies may offer tremendous economic opportunities to entrenched, incumbent companies, just as they might reinforce existing biases and power relationships. But in this period of technological disruption, policymakers and regulators do not need to accept the status quo. Regulators and policymakers are in a privileged position to nudge how the power and economic gains of AI are shared.
- **Prioritize broad-based access to technology.** AI technologies are exacerbating existing needs for computers, broadband Internet, and data. In addressing these needs, policymakers and regulators should take an inclusive approach. For example, AI may have important implications for crop yields and resiliency, so policies that work to foster entrepreneurial ecosystems, such as funding for incubators, should consider regions beyond urban centers. Equity should be considered at every step: ICT regulators can work to close the digital divide by prioritizing equal access to a broad set of technologies with every policy decision.
- **Focus on entrepreneurship and innovation, not AI.** AI is simply one tool—one of many—that innovative companies will apply to build the next generation of new industries and jobs. Everything from intellectual property laws, the legality of non-compete agreements, educational

---


opportunities, broadband access and more can affect innovation and entrepreneurship. The challenge for policymakers and regulators is that some of these factors may not be within their jurisdiction, and others may require significant financial investments, so cooperation and partnerships will be key.

In order to apply these principles into everyday practice, policymakers can work to close the digital divide by (1) supporting buildout of physical infrastructure, (2) supporting local ecosystems of entrepreneurship and start-ups, and (3) supporting capacity development at universities and through other training systems.

1. Supporting Buildout of Physical Infrastructure

Disparities in the physical access to Internet infrastructure are a central source of the digital divide. Because of the amount of data that many AI technologies require, the quality of digital infrastructure may impact the speed at which AI technologies can be deployed. For example, because a single autonomous vehicle will produce an estimated 4 terabytes of data every 90 minutes, AV systems rely on robust broadband Internet infrastructure. Beyond broadband infrastructure, AI will also demand robust cloud capacity, electricity, and more. Creating this infrastructure will place significant demands on both private industry and the public sector. In working toward this infrastructure, policymakers and regulators will need to consider both funding and security:

V. Infrastructure funding. Direct investment can take several forms. One way is for the public sector to bear the brunt of the costs. Although it can be a risky and capital-intensive approach, because decisions are not driven by profit motives, policymakers and regulators can ensure that infrastructure is deployed in a manner that benefits all citizens, and can yield cheaper, higher-quality service than is available from the private sector. For example, when major telecommunications companies refused to provide broadband service to the town of Concord, Massachusetts, the town developed its own service at a cost of USD $3.9 million, which has begun to generate revenue for the town. Such investments can be made easier when combined with other government infrastructure projects such as roads and electric improvement. The other extreme is that the private sector can bear the brunt of costs, which

---


70 See UNESCAP, “A Study on Cost-Benefit Analysis of Fibre-Optic Co-Deployment with the Asian Highway Connectivity,” Asia Pacific Information Superhighway (AP-IS) Working Paper Series, April 2018,
limits the ability of regulators and policymakers to exert influence over the way infrastructure is distributed. That said, policymakers and regulators do have some levers of influence, in particular when they can attach conditions through competitive bidding processes. For example, when Brazil auctioned off high-value LTE spectrum assignments in 2012, it tied ownership rights to rural coverage obligations. Such conditions, however, must be carefully balanced so as not to deter the investments in the first place. For example, after a history of successful spectrum auctions, India had challenges selling off spectrum allocated for auction due to setting auction prices above well above market values in 2016.

In between those extremes is the use of public-private partnerships (PPPs) to share both the burdens and benefits of digital infrastructure investments. Mats Granryd, Director General of the GSMA has stressed the important of PPPs for bridging the digital divide, noting that “it is more important than ever that governments and industry work together to ensure that all citizens benefit from this new era of hyper-connectivity.” Facilitating these partnerships sometimes requires legal and policy changes. For example, in 2005 Nigeria passed the Infrastructure Concession Regulatory Commission (ICRC) Act, and in 2009 approved the National Policy on PPPs, which together set clear guidelines for “project identification, evaluation, and selection,” as well as “procurement, operation, maintenance, and performance monitoring.” While adopting of PPPs was slow in Nigeria, this legislation has led to a rise in ICT PPPs in Nigeria over time.

Similarly, the World Economic Forum has launched the Internet for All initiative, aiming to bring Internet connectivity to 75 million people in Africa’s Northern Corridor, and represents a collaboration between industry and the countries of Ethiopia, Kenya, Rwanda, South Sudan, and Uganda.

---

VI. **Cybersecurity.** Cybersecurity is a threat around the world, but especially in developing countries experiencing rapid growth in digital infrastructure. Because of the importance and sensitivity of data used in AI systems, these vulnerabilities will only be amplified with new AI technologies. For that reason, policymakers should consider cybersecurity as a key component of all digital infrastructure projects. Fundamentally, this will require the establishment of legal frameworks protect privacy and allow for the redress of harm. While regional entities, such as the African Union, have taken steps to establish such frameworks, policymakers should also support legislation domestically.

(2) **Supporting Local Ecosystems of Entrepreneurship and Startups**

An important way for policymakers and regulators to address the digital divide is to promote entrepreneurship at home. The entrepreneurial ecosystem concept is helpful for understanding conditions that are conducive to a vibrant market for innovation. The mass of perspectives and ideas that grow out of a successful entrepreneurial ecosystem will be crucial for the development of AI technologies in emerging markets. There are several approaches policymakers and regulators can try in order to entrepreneurial ecosystems that will enable AI development:

(a) **Government programs.** Government initiatives have shown promise in facilitating the growth of entrepreneurial ecosystems. For example, the Singapore government has a series of direct investment initiatives as well as the Startup SG program, which combines government investment with private equity. Similar efforts have occurred in the developing world. For example, the Botswana government established the Botswana Innovation Hub in 2012, which includes a campus to house companies that can benefit from seed funding provided by the Botswana Innovation Fund. The institutional structure provided by the Botswana Innovation Hub

---


has also attracted outside investment.85

(b) **Technology business incubators.** Business incubators are spaces that provide needed services to entrepreneurs, such as access to technology and marketing assistance, and are usually run for profit or as part of a university program. Incubators have served as important catalysts for entrepreneurial ecosystems, such as that in Bangalore, India.86 One example of a successful incubator is SmartXChange in Durban, South Africa, having created over 3,000 jobs since its founding in 2004 and generating and average of six startups each year.87

(c) **Commercial transfer of research.** A symbiotic relationship between industry and academia is crucial for any entrepreneurial ecosystem. One way that policymakers can encourage such a link is by supporting legislation that facilitates the commercialization of research, such as laws that vest intellectual property rights with the institutions that fund research. For example, in 2009 Russia passed Federal Law 217, which allows universities to use IP generated with public funds to create private start-up companies, leading to the creation of 973 startups by June 2011.88 The Bayh Dole Act (1980) in the United States has had similarly positive results, with more than 5,000 new companies founded since its passage based on university funded research.89 IP frameworks that allow for commercialization of research both incentivize investment in future research and increase the number of startups working on cutting edge issues. Additionally, startups that emerge from university research create a pipeline for employment for university students and foster information exchange between educational institutions and the private sector. Together, these factors can contribute to a vibrant entrepreneurial ecosystem, which will be beneficial for a region attempting to break into the market for AI technologies.

(3) **Supporting Capacity Development**

Another critical opportunity for policymakers working to mitigate the digital divide is to encourage technological innovation through academic capacity development. Universities are particularly suited to serve as centers of capacity development by serving as the locus for investment in research, data collection, and training, given both their institutional function to further research in societal interest, as well as existing substantive capacity and expertise related to AI technologies.90 That said, capacity development often occurs outside of the university setting, where training can be more targeted and efficient. For example, the Centers of Excellence in the ITU Academy, which provide important ICT training, are a mix of both universities and small training centers.91 Similarly, the ITU’s Digital Skills Toolkit highlights the role that
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that primary and secondary schools play in building digital skills and capacities. Key considerations for capacity development include:

(a) **Capacity development should focus on both soft and hard skills.** In order to adapt to a labor market that integrates AI technologies, the next generation of workers will need to develop a broad range of new skills, as well as the ability to evolve skill sets throughout their careers at a rate previously unseen. While technical or hard skills are crucial, equally important are business, entrepreneurial, and other soft skills (e.g., team working, curiosity, and communication). AI technologies, instead of replacing occupations, will likely result in a greater emphasis on social skills within existing occupations that the technologies cannot replicate. Accordingly, policymakers and regulators might consider soft skills capacity development through training programs. For example, the BEIGE Foundation in Ghana launched the BEIGE Talent initiative in 2015 to train recent university graduates in soft skills necessary to succeed in the workforce, from personal goal setting to customer care. Moreover, both hard and soft skills development is particularly important for groups that have been traditionally underrepresented in the workforce, particularly women. Policymakers and regulators should consider programs that target such groups to ensure that the benefits of an AI integrated economy are evenly distributed; this includes programs and policies to address the cases where education and training is insufficient to address labor displacement. In addition to skill building programs for populations, individual countries can invest in developing and retaining top expertise to promote R&D; for instance, the Canadian Institute for Advanced Research (CIFAR) recently announced a major investment in academic capacity for the country, and Canada is developing programs such as the 150 Research Chairs Program to develop and attract leaders in the field.

(b) **Ensure investments in educational capacity development are evenly distributed.** Policymakers and regulators should work to ensure that investments in capacity development are accessible to a broad range of students. Concentrating resources in a small number of cities or universities, may limit the benefits of capacity development efforts to only those that have access to those institutions. Providing more resources to more institutions may require alternative

---
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funding approaches, such as those that Nigeria experimented with in 1998 and 2003, which allowed for non-governmental sources of funding. Additionally, educational resources can be leveraged through coordinated and collaborative networks, such as the Global Network of Internet & Society Centers, which can act to fill capacity gaps, bridge disciplinary divides and facilitate meaningful interaction amongst diverse communities, and translate research into action by creating high quality channels of information for policy makers.

(c) **Invest in Centers of Excellence (CoEs).** CoEs, such as those that are a part of the ITU Academy, are a structural alternative for facilitating capacity development within universities. While CoEs can take many different forms, in the university context they are usually committed to research on a single topic and are often financially distinct entities within institutions. The specificity of subject matter enabled by the CoE design might be useful for capacity development focused on highly complex technologies such as AI. Additionally, the financial independence of CoEs may be particularly effective for capacity development in developing countries, where universities are often faced with budgetary constraints. CoEs also provide an attractive format for investment from both the private sector and international organizations. One notable example includes the European Commission’s recent announcement of a series of mechanisms to significantly increase capacity and investment in AI, including the formation of joint research excellence centers that strengthen coordinated research endeavors across countries.
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VII. Tools for Building and Sustaining a Competitive Environment

When France announced its AI strategy in March 2018, advisors to Emmanuel Macron noted that the country was lagging behind the US and China’s AI prowess and would be unable to match those countries’ investments in AI research, even while announcing a EUR 1.5 billion investment into AI research. Similarly, the European Commission recently committed EUR 1.5 billion in research and innovation in AI technologies, the creation of AI research excellence centers, and more. For those policymakers and regulators seeking to enhance their country’s AI technologies, the task of becoming competitive can appear daunting, particularly with limited financial resources. And financial investments are not the only barriers to competition. Because AI is so data-intensive, network and lock-in effects can further complicate efforts to compete; companies like Google and Facebook train AI on their massive datasets and then use that AI to improve their products and attract more users and data.

In such an environment, policymakers and regulators face a difficult task of trying to build and sustain a level playing field for those developing and deploying AI-based tools. That said, creating a fertile, competitive environment for innovation has long been an important role for ICT regulators. Moreover, although investments in AI research are important, they are not the only nor even the most important tool that policymakers and regulators have at their disposal for building and sustaining a competitive innovation landscape. The recent EU Communication on AI reflects this, highlighting financial investments, but also discussing education and training systems, as well as ethical and legal frameworks. It is this latter element where policymakers and regulators have the greatest opportunity to lay a foundation for supporting AI innovation. Of course, no set of approaches will instantly make a country competitive with China or the US in AI development, but these approaches may help support local AI innovation.

Well-crafted legal and technical frameworks can have an important influence on the competitiveness of the AI landscape. Because AI technologies are so dependent on data, that means that intellectual property laws can have a significant impact on how easy it is to develop new AI applications. The importance of data for AI means privacy and open data frameworks can mitigate lock-in effects. And similarly, technical and legal interoperability frameworks can impact the ease by which AI technologies can be used across national and regional boundaries.

Guiding Principles

- **Experiment with policy and support technical experimentation.** Just as AI is still being experimented with, so too should AI policy. It is tempting to think that the options are binary: either do not regulate or try to craft a complete regulation today. But instead, policymakers and regulators can create spaces that allow them to experiment in an iterative fashion with policies.

---

and regulatory approaches, that still allow for the development of new AI technologies, while still advancing core values of public safety, privacy, consumer protection, and due process.

- **Favor principles over rules.** With the pace of AI technological development, a rules-based approach to governance can become outdated before it even has a chance to take effect. Instead of rigid rules (e.g., vehicles must follow at a minimum distance of 200 feet), policymakers and regulators can adopt more flexible principles (e.g., vehicles must follow at a safe distance), which are more resilient to technical changes, without necessarily sacrificing policy objectives.\(^{111}\)

- **Emphasize data sharing, collection, and measurement.** Data is important to AI competitiveness in several ways. First, data is an essential ingredient for machine learning, and fostering the collection and sharing of high-quality open datasets can boost the creation of AI technologies. Second, data is important to AI competitiveness because crafting effective governance approaches is difficult without a clear sense of the problem, and it is difficult to define the problem in the absence of baseline measurements and the ability to measure changes over time.

In putting these principles into action there are a range of tools that policymakers and regulators can promote a level playing field. In particular, by reducing legal frictions, reducing technical frictions, and promoting data sharing and metrics, policymakers and regulators can lay a foundation for an innovative, competitive AI industry.

(1) **Reducing Legal Frictions for AI Innovation**

One way for policymakers and regulators to level the playing field for local AI innovation is by carefully considering the entire legal and regulatory landscape and updating legal barriers that are based on outdated assumptions or norms and that are hindering AI development. Such obstacles might include intellectual property laws that limit smaller innovators from developing new AI technologies, and unclear or inflexible regulations that cannot adapt quickly enough to new, innovative AI applications. That does not mean that regulation of AI technologies is unnecessary, as the technology can create significant physical, economic, and social harms for which regulation may be necessary. What it does mean is that policymakers and regulators must try to optimize across several different values, including innovation, as they consider tradeoffs between potential AI governance interventions.

(a) **Optimizing Intellectual Property Rules.** When balancing across these myriad values, one dial that policymakers and regulators can adjust relates to the permissiveness (or lack thereof) of their intellectual property rules. Overly restrictive intellectual property rules can limit the opportunities for smaller AI startups, whereas overly permissive intellectual property rules can reduce incentives for innovation. Policymakers and regulators must work to deploy “IP in the right dosage” as the World Intellectual Property Organization describes the middle ground between anti-competitive, broadly extended IP and unprotected, underemployed IP.\(^{112}\) As the


European Commission Communication on AI stated “Reflection will be needed on interactions between AI and intellectual property rights, from the perspective of both intellectual property offices and users, with a view to fostering innovation and legal certainty in a balanced way.”

One area of IP policy in which policymakers and regulators can add legal certainty is with regard to the IP rights of AI-generated outputs. Currently there is little guidance about whether to grant copyright protection to programmers, the public domain, or the AI itself.

(b) Enhancing Regulatory and Technical Experimentation. Policymakers and regulators can create spaces that enable innovators to explore new applications without fear of legal punishment. Such spaces also allow policymakers and regulators to learn about emerging technologies, and develop new regulatory approaches. For example, since 2016 the Hong Kong Monetary Authority has used the Fintech Supervisory Sandbox in order to enable banks and technology firms to pilot nearly 30 fintech products without fully complying with applicable regulations.

Similarly, the UK’s Financial Conduct Authority at the end of 2017 announced their third cohort of 18 business invited to test their products and services within their sandbox.

In other cases, simply providing greater clarity about regulatory standards can enable experimentation and innovation. A 2015 European Parliament report, for example, discussed the importance of developing standards regarding AI that would “provide predictable and sufficiently clear conditions under which enterprises could develop applications and plan their business models on a European scale.”

(2) Reducing Technical Frictions for AI Innovation

In addition to removing legal frictions, policymakers and regulators can also support AI innovation by reducing technical frictions. In particular, by facilitating data exchange and through establishing technical standards, policymakers and regulators can enable interoperability. Although there are notable exceptions, interoperability can in many conditions be a key driver of innovation in AI just as it is within the ICT context.
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(a) **Supporting Data Openness.** The sharing of both technical data and training data can facilitate AI innovation by making it easier for startups and smaller competitors to enter the AI market. For example, Google has published the source code for their TensorFlow AI platform, which has been used by Airbnb, Uber, SAP, Snapchat, Qualcomm, and others in building their own AI systems.\(^{118}\) Even more helpful can be the sharing of high-quality training data, which can be used in building AI systems. For example, the 2018 EU Communication on AI calls for the wider availability of privately held data. Of course, making private sector data sets public can create legal risks if the data contains personal or other sensitive data, necessitating legal protections in order to incentivize data sharing.\(^{119}\) This is why the EU Communication on AI calls for a “new support centre for data sharing will provide public authorities and companies with legal and technical support when trying to access data from public sector bodies and companies.”\(^{120}\)

Another way to facilitate data sharing is through data harmonization efforts, increasing the ease by which data can be shared and used. One way policymakers and regulators can promote data standards is by adopting such standards internally. For example, the UK’s Cabinet Office created open standard principles to develop common and secure IT infrastructure through agreed and open standards.\(^{121}\)

(b) **Supporting Technical Standards.** The use of technical standards can also promote interoperability for developing a competitive AI landscape. Technical standards like single-sign on digital ID infrastructure, simplifies technical developments and encourages users to sign up for new new services.\(^{122}\) Even something as simple as the EU mandate for a common standard for mobile phone chargers promotes greater competition in the mobile phone market by easing the costs of switching devices.\(^{123}\) In the AI context, initiatives like the IEEE’s Global Initiative on Ethics of Autonomous and Intelligent Systems is working to create AI specific technical and ethical standards.\(^{124}\) And the ITU-T Focus Group on Machine Learning for Future Networks including 5G is preparing technical reports and draft protocols that determine how AI can be used for things like network traffic management.\(^{125}\)

(3) **Developing metrics and tools for measurement of AI Impacts**
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Metrics and data are critical to the process of identifying the challenges of AI technologies, and developing the appropriate governance responses. The AI Index is one approach to addressing this challenge. The AI Index is a not-for-profit project that aims to collect data about the uses and progress of AI. In their 2017 Annual Report they observed that “without the relevant data for reasoning about the state of AI technology, we are essentially ‘flying blind’ in our conversations and decision-making related to AI.”

One key area in which metrics are important relate to the UN’s Sustainable Development Goals, which represent 17 goals centered around ending poverty, protecting the environment, and ensuring widespread prosperity. Increasingly, it is recognized that AI may have significant impacts on these SDGs, either as an enabler or a challenge. As a result it is important to collect and make accessible data that enables policymakers and regulators to benchmark, observe, and respond to the impacts that AI is having in these important areas. For example, the UN has launched the Open SDG Data Hub, which currently includes data on 132 of the global indicators and over 460,000 records. Similarly, expert workshops focused issues of AI impact measurement in Asia has noted the importance of collecting, tracking, and making available AI-related data in areas such as employment, diversity and inclusion, and education. Policymakers and regulators have an important role to play in helping to enable this data generation, collection, and sharing, starting with data available within government. This is critical for AI governance, because “the data that are easy to get may not be the most informative.” In particular, opening up additional data from global south and developing countries will provide important insights for AI governance that is currently lacking.

VIII. Conclusion

This report has identified several sets of tools that that policymakers and regulators can deploy to develop approaches to enhance AI’s positive impacts and restrain its negative impacts. Some of the tools discussed above present inherent contradictions. Some involve greater regulation of AI technologies, others involve less. Some involve local action, others international. And some involve unilateral action, while other tools defer to collective, multistakeholder processes. These contradictions are not a flaw in the framework we have described; instead, they reflect the reality that governing often involves difficult tradeoffs.

The tools described above can help policymakers and regulators better understand the challenges that AI poses, and can help in developing innovative governance approaches to address those challenges. But there is no shortcut for resolving these tradeoffs, this framework is designed to help position

decisionmakers to be able to make those tradeoffs with greater confidence. No one has all of the answers when it comes to AI, but by experimenting with the tools identified here, decisionmakers will be better positioned to understand the problems, the potential approaches, and the necessary tradeoffs. Experimentation sometimes involves mistakes, but only through that process can policymakers and regulators ultimately help their constituents better adapt to AI’s challenges and opportunities.
Appendix

Summary of Potential Approaches

1. Addressing Information Asymmetries
   2. Building Public-Private Partnerships
   3. Bridging the Digital Divide
   4. Sustaining a Competitive Environment

Guiding Principles

- Create compelling opportunities for experts to join government.
- Reduce participatory friction for experts.
- Obtain hands-on experiences with AI technologies.

Potential Approaches

(1) Build internal capacity
   (a) Recruit individual expertise.
   (b) Build institutional expertise.
(2) Develop knowledge exchange interfaces with experts
   (a) Leverage academic expertise.
   (b) Activate stakeholder expertise.

1. Addressing Information Asymmetries

Guiding Principles

- Develop a terminology, shared across all stakeholders.
- Take advantage of being a second (or third, or fourth, or…) mover.
- Keep an open door and an open mind.

Potential Approaches

(1) Incubate and engage in multistakeholder systems
   (a) Engage AI-specific multistakeholder systems.
   (b) Engage broad-based multistakeholder systems.
(2) Solicit public feedback on AI policies
(3) Utilize diverse forums for information exchange
Guiding Principles

- Do not simply accept the status quo.
- Prioritize broad-based access to technology.
- Focus on entrepreneurship and innovation, not AI.

Potential Approaches

1. Support the buildout of physical infrastructure
   (a) Enable infrastructure funding.
   (b) Ensure privacy and cybersecurity.
2. Support local ecosystems of entrepreneurship and startups
   (a) Develop government programs to support entrepreneurship.
   (b) Create technology business incubators.
   (c) Facilitate commercial transfer of research.
3. Enhance capacity development
   (a) Focus on both soft and hard skills.
   (b) Ensure investments in educational capacity development are evenly distributed.
   (c) Invest in Centers of Excellence.

Guiding Principles

- Experiment with policy and support technical experimentation.
- Favor principles over rules.
- Emphasize data sharing, collection, and measurement.

Potential Approaches

1. Reduce legal frictions for AI innovation
   (a) Optimize intellectual property rules.
   (b) Enhance regulatory and technical experimentation.
2. Reduce technical frictions for AI innovation
   (a) Support data openness.
   (b) Support technical standards.
3. Develop metrics and tools for measurement of AI Impacts