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[bookmark: irecnoe]RECOMMENDATION  ITU-R  BS.1196-5[footnoteRef:1]* [1: * 	This Recommendation should be brought to the attention of the International Standardization Organization (ISO) and the International Electrotechnical Commission (IEC).] 

[bookmark: Pre_title]Audio coding for digital broadcasting
(Question ITU-R 19-1/6)
[bookmark: Revision_history](1995-2001-2010-2012-02/2015-10/2015)
Scope
This Recommendation specifies audio source coding systems applicable for digital sound and television broadcasting. It further specifies a system applicable for the backward compatible multichannel enhancement of digital sound and television broadcasting systems.
Keywords
Audio, Audio Coding, Broadcast, Digital, Broadcasting, Sound, Television, Codec
The ITU Radiocommunication Assembly,
considering
a)	that user requirements for audio coding systems for digital broadcasting are specified in Recommendation ITU-R BS.1548;
b)	that multi-channel sound system with and without accompanying picture is the subject of Recommendation ITU‑R BS.775 and that a high-quality, multi-channel sound system using efficient bit rate reduction is essential in a digital broadcasting system;
c)	that the advanced sound system specified in Recommendation ITU-R BS.2051 consists of three dimensional channel configurations and uses either static or dynamic metadata to control audio objects;
d)	that subjective assessment of audio systems with small impairments, including multi‑channel sound systems is the subject of Recommendation ITU‑R BS.1116;
e)	that subjective assessment of audio systems of intermediate audio quality is subject of Recommendation ITU-R BS.1534 (MUSHRA);
f)	that low bit-rate coding for high quality audio has been tested by the ITU Radiocommunication Sector;
g)	that commonality in audio source coding methods among different services may provide increased system flexibility and lower receiver costs;
h)	that several broadcast services already use or have specified the use of audio codecs from the families of MPEG-1, MPEG-2, MPEG-4, AC-3 and E-AC-3;
i)	that Recommendation ITU-R BS.1548 lists codecs that have been shown to meet the broadcaster’s requirements for contribution, distribution and emission;
j)	that those broadcasters which have not yet started services should be able to choose the system which is best suited to their application;
k)	that broadcasters may need to consider compatibility with legacy broadcasting systems and equipment when selecting a system; 
l)	that when introducing a multi-channel sound system existing mono and stereo receivers should be considered;
m)	that a backward compatible multi-channel extension to an existing audio coding system can provide better bit rate efficiency than simulcast;
n)	that an audio coding system should preferably be able to encode both speech and music with equally high fidelity,
recommends
1	that for new applications of digital sound or television broadcasting emission, where compatibility with legacy transmissions and equipment is not required, one of the following low bit‑rate audio coding systems should be employed:
–	Extended HE AAC as specified in ISO/IEC 23003-3:2012;
–	E-AC-3 as specified in ETSI TS 102 366 (2014-08);
NOTE 1 – Extended HE AAC is a more flexible superset of MPEG‑4 HE AAC v2, HE AAC and AAC LC, and includes MPEG-D Unified Speech and Audio Coding (USAC).
NOTE 2 – E-AC-3 is a more flexible superset of AC-3.
2	that for applications of digital sound or television broadcasting emission, where compatibility with legacy transmissions and equipment is required, one of the following low bit-rate coding systems should be employed:
–	MPEG-1 Layer II as specified in ISO/IEC 11172-3:1993;
–	MPEG-2 Layer II half sample rate as specified in ISO/IEC 13818-3:1998;
–	MPEG-2 AAC-LC or MPEG-2 AAC-LC with SBR as specified in ISO/IEC 13818-7:2006;
–	MPEG-4 AAC-LC as specified in ISO/IEC 14496-3:2009;
–	MPEG-4 HE AAC v2 as specified in ISO/IEC 14496-3:2009;
–	AC‑3 as specified in ETSI TS 102 366 (2014-08);
NOTE 3 – ISO/IEC 11172-3 may sometimes be referred to as 13818-3 as this specification includes 11172-3 by reference.
NOTE 4 – The ITU-R Membership, as well as receiver and chipset manufacturers are encouraged to support Extended HE AAC as specified in ISO/IEC 23003-3:2012. It includes all of the above mentioned AAC versions, thus guaranteeing compatibility with new future as well as legacy broadcast systems worldwide with the same single decoder implementation.
3	that for backward compatible multi-channel extension of digital television and sound broadcasting systems, the multichannel audio extensions described in ISO/IEC 23003-1:2007 should be used;
NOTE 5 – Since the MPEG Surround technology described in ISO/IEC 23003-1:2007 is independent of the compression technology (core coder) used for transmission of the backward compatible signal, the described multi-channel enhancement tools can be used in combination with any of the coding systems recommended under recommends 1 and 2.
4	that for distribution and contribution links, ISO/IEC 11172-3 Layer II coding may be used at a bit rate of at least 180 kbit/s per audio signal (i.e. per mono signal, or per component of an independently coded stereo signal) excluding ancillary data;
5	that for commentary links, ISO/IEC 11172-3 Layer III coding may be used at a bit rate of at least 60 kbit/s excluding ancillary data for mono signals, and at least 120 kbit/s excluding ancillary data for stereo signals, using joint stereo coding;
6	that for high quality applications the sampling frequency should be 48 kHz;
7	that the input signal to the low bit rate audio encoder should be emphasis-free and no emphasis should be applied by the encoder;
8	that compliance with this Recommendation is voluntary. However, the Recommendation may contain certain mandatory provisions (to ensure e.g. interoperability or applicability) and compliance with the Recommendation is achieved when all of these mandatory provisions are met. The words “shall” or some other obligatory language such as “must” and the negative equivalents are used to express requirements. The use of such words shall in no way be construed to imply partial or total compliance with this Recommendation,
further recommends
1	that Recommendation ITU-R BS.1548 should be referred to for information about coding system configurations that have been demonstrated to meet quality and other user requirements for contribution, distribution, and emission;
2	that further studies of the requirements for the advanced sound system specified in Recommendation ITU-R BS.2051 are needed and that this Recommendation should be updated when these studies are completed.  
NOTE 1 – Information about the codecs included in this Recommendation may be found in Appendices 1 to 5.


Annex 1 (informative)

MPEG-1 and MPEG-2, layer II and III audio
[bookmark: _Toc116707718]1	Encoding
The encoder processes the digital audio signal and produces the compressed bit stream. The encoder algorithm is not standardized and may use various means for encoding, such as estimation of the auditory masking threshold, quantization, and scaling (following Note 1). However, the encoder output must be such that a decoder conforming to this Recommendation will produce an audio signal suitable for the intended application.
NOTE 1 – An encoder complying with the description given in Annexes C and D to ISO/IEC 11172‑3, 1993 will give a satisfactory minimum standard of performance.
The following description is of a typical encoder, as shown in Fig. 1. Input audio samples are fed into the encoder. The time-to-frequency mapping creates a filtered and sub-sampled representation of the input audio stream. The mapped samples may be either sub-band samples (as in Layer I or II, see below) or transformed sub-band samples (as in Layer III). A psycho-acoustic model, using a fast Fourier transform, operating in parallel with the time‑to‑frequency mapping of the audio signal creates a set of data to control the quantizing and coding. These data are different depending on the actual coder implementation. One possibility is to use an estimation of the masking threshold to control the quantizer. The scaling, quantizing and coding block creates a set of coded symbols from the mapped input samples. Again, the transfer function of this block can depend on the implementation of the encoding system. The block “frame packing” assembles the actual bit stream for the chosen layer from the output data of the other blocks (e.g. bit allocation data, scale factors, coded sub-band samples) and adds other information in the ancillary data field (e.g. error protection), if necessary.
FIGURE 1
Block diagram of a typical encoder


[bookmark: _Toc116707719]2	Layers
Depending on the application, different layers of the coding system with increasing complexity and performance can be used.
Layer I: This layer contains the basic mapping of the digital audio input into 32 sub-bands, fixed segmentation to format the data into blocks, a psycho-acoustic model to determine the adaptive bit allocation, and quantization using block companding and formatting. One Layer I frame represents 384 samples per channel.
Layer II: This layer provides additional coding of bit allocation, scale factors, and samples. One Layer II frame represents 3  384 = 1 152 samples per channel.
Layer III: This layer introduces increased frequency resolution based on a hybrid filter bank (a 32 sub-band filter bank with variable length modified discrete cosine transform). It adds a non‑uniform quantizer, adaptive segmentation, and entropy coding of the quantized values. One Layer III frame represents 1 152 samples per channel.
There are four different modes possible for any of the layers:
–	single channel;
–	dual channel (two independent audio signals coded within one bit stream, e.g. bilingual application);
–	stereo (left and right signals of a stereo pair coded within one bit stream);
–	joint stereo (left and right signals of a stereo pair coded within one bit stream with the stereo irrelevancy and redundancy exploited). The joint stereo mode can be used to increase the audio quality at low bit rates and/or to reduce the bit rate for stereophonic signals.
[bookmark: _Toc116707720]3	Coded bit stream format
An overview of the ISO/IEC 11172-3 bit stream is given in Fig. 2 for Layer II and Fig. 3 for Layer III. A coded bit stream consists of consecutive frames. Depending on the layer, a frame includes the following fields:


FIGURE 2
ISO/IEC 11172-3 Layer II bit stream format


FIGURE 3
ISO/IEC 11172-3 Layer III bit stream format


[bookmark: _Toc116707721]
4	Decoding
The decoder accepts coded audio bit streams in the syntax defined in ISO/IEC 11172-3, decodes the data elements, and uses the information to produce digital audio output.
The coded audio bit stream is fed into the decoder. The bit stream unpacking and decoding process optionally performs error detection if error-check is applied in the encoder. The bit stream is unpacked to recover the various pieces of information, such as audio frame header, bit allocation, scale factors, mapped samples, and, optionally, ancillary data. The reconstruction process reconstructs the quantized version of the set of mapped samples. The frequency-to-time mapping transforms these mapped samples back into linear PCM audio samples.
FIGURE 4
Block diagram of the decoder




Annex 2 (informative)

MPEG-2 and MPEG-4 AAC audio
[bookmark: _Toc116707727]1	Introduction
ISO/IEC 13818‑7 describes the MPEG-2 audio non-backwards compatible standards called MPEG‑2 Advanced Audio Coding (AAC), a higher quality multichannel standard than achievable while requiring MPEG-1 backwards compatibility.
The AAC system consists of three profiles in order to allow a trade-off between the required memory and processing power, and audio quality:
–	Main profile
Main profile provides the highest audio quality at any given data rate. All tools except the gain control may be used to provide high audio quality. The required memory and processing power are higher than the LC profile. A main profile decoder can decode an LC-profile encoded bit stream.
–	Low complexity (LC) profile
The required processing power and memory of the LC profile are smaller than the main profile, while the quality performance keeps high. The LC profile is without predictor and the gain control tool, but with temporal noise shaping (TNS) order limited.
–	Scalable sampling rate (SSR) profile
The SSR profile can provide a frequency scalable signal with gain control tool. It can choose frequency bands to decode, so the decoder requires less hardware. To decode the only lowest frequency band at the 48 kHz sampling frequency, for instance, the decoder can reproduce 6 kHz bandwidth audio signal with minimum decoding complexity.
AAC system supports 12 types of sampling frequencies ranging from 8 to 96 kHz, as shown in Table 1, and up to 48 audio channels. Table 2 shows default channel configurations, which include mono, two-channel, five-channel (three front/two rear channels) and five-channel plus low‑frequency effects (LFE) channel (bandwidth < 200 Hz), etc. In addition to the default configurations, it is possible to specify the number of loudspeakers at each position (front, side, and back), allowing flexible multichannel loudspeaker arrangement. Down-mix capability is also supported. The user can designate a coefficient to down-mix multichannel audio signals into two‑channel. Sound quality can therefore be controlled using a playback device with only two channels.
TABLE 1
Supported sampling frequencies
	Sampling frequency
(Hz)

	96 000

	88 200

	64 000

	48 000

	44 100

	32 000

	24 000

	22 050

	16 000

	12 000

	11 025

	8 000



TABLE 2
[bookmark: _Toc116707728]Default channel configurations (NOTE 1)
	Value*1
	Number of speakers
	Audio syntactic elements,
listed in order received
	Default element to speaker mapping (Note 2) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (Note 3)

	1
	1
	single_channel_element
	M+000 
	Mono

	2
	2
	channel_pair_element
	M+030, M-030 
	Left, right

	3
	3
	single_channel_element()
	M+000 
	Centre

	
	
	channel_pair_element()
	M+030, M-030 
	Left, right

	4
	4
	single_channel_element()
	M+000 
	Centre

	
	
	channel_pair_element()
	M+030, M-030 
	Left, right

	
	
	single_channel_element()
	M+180 
	Mono surround

	5
	5
	single_channel_element()
	M+000 
	Centre

	
	
	channel_pair_element()
	M+030, M-030 
	Left, right

	
	
	channel_pair_element()
	M+110, M-110 
	Left surround, right surround




TABLE 2 (cont)
	Value*1
	Number of speakers
	Audio syntactic elements,
listed in order received
	Default element to speaker mapping (Note 2) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (Note 3)

	6
	5 + 1
	single_channel_element()
	M+000 
	Centre

	
	
	channel_pair_element()
	M+030, M-030 
	Left, right

	
	
	channel_pair_element()
	M+110, M-110 
	Left surround, right surround

	
	
	lfe_element()
	LFE1 
	Low frequency effects

	7
	7 + 1 Front
	single_channel_element()
	M+000
	N/A*2

	
	
	channel_pair_element()
	M+030, M-030
	

	
	
	channel_pair_element()
	M+045, M-045
	

	
	
	channel_pair_element()
	M+110, M-110
	

	
	
	lfe_element()
	LFE1
	

	8-10
	-
	–
	reserved
	-

	11
	6 + 1
	single_channel_element()
	M+000
	N/A

	
	
	channel_pair_element()
	M+030, M-030
	

	
	
	channel_pair_element()
	M+110, M-110
	

	
	
	single_channel_element()
	M+180
	

	
	
	lfe_element()
	LFE1
	

	12
	7 + 1 Back
	single_channel_element()
	M+000
	N/A

	
	
	channel_pair_element()
	M+030, M-030
	

	
	
	channel_pair_element()
	M+110, M-110
	

	
	
	channel_pair_element()
	M+135, M-135
	

	
	
	lfe_element()
	LFE1
	

	13
	22 + 2
	single_channel_element()
	M+000
	Front centre

	
	
	channel_pair_element()
	M+030, M-030
	Front left centre, front right centre

	
	
	channel_pair_element()
	M+060, M-060
	Front left, front right

	
	
	channel_pair_element()
	M+090, M-090
	Side left, side right

	
	
	channel_pair_element()
	M+135, M-135
	Back left, back right

	
	
	single_channel_element()
	M+180
	Back centre

	
	
	lfe_element()
	LFE1
	Low frequency effects-1

	
	
	lfe_element()
	LFE2
	Low frequency effects-2

	
	
	single_channel_element()
	U+000
	Top front centre

	
	
	channel_pair_element()
	U+045, U-045
	Top front left, top front right

	
	
	channel_pair_element()
	U+090, U-090
	Top side left, top side right

	
	
	single_channel_element()
	T+000
	Top centre

	
	
	channel_pair_element()
	U+135, U-135
	Top back left, top back right

	
	
	single_channel_element()
	U+180
	Top back centre

	
	
	single_channel_element()
	B+000
	Bottom front centre

	
	
	channel_pair_element()
	B+045, U-045
	Bottom front left, bottom front right




TABLE 2 (end)
	Value*1
	Number of speakers
	Audio syntactic elements,
listed in order received
	Default element to speaker mapping (Note 2) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (Note 3)

	14
	7 + 1 Top
	single_channel_element()
	M+000
	Centre

	
	
	channel_pair_element()
	M+030, M-030
	Left, right

	
	
	channel_pair_element()
	M+110, M-110
	Left surround, right surround

	
	
	lfe_element()
	LFE1
	Low frequency effects

	
	
	channel_pair_element()
	U+030, U-030
	Left height, right height

	15
	–
	–
	reserved
	–

	*1	The audio output channel configuration is indicated by a four-bit field that carries a channel configuration value as defined in ISO/IEC 23001-8:2013, “Coding Independent Code Points”. MPEG-2 is applicable to channel configuration values of up to 7. MPEG-4 AAC is applicable to channel configuration values of up to 15.
*2	N/A: not applicable; channel configuration not available in Recommendation ITU-R BS.2051 and Recommendation ITU‑R BS.775.


NOTE 1 – The list is quoted from Table 1.19 of ISO/IEC 14496-3:2009/Amd.4:2013.
NOTE 2 – Identification of the speakers by labels according to Recommendation ITU-R BS.2051.
NOTE 3 – Please note that the channel labels and names depend on the actual channel configuration. 

2	Encoding
The basic structure of the MPEG-2 AAC encoder is shown in Fig. 5. The AAC system consists of the following coding tools:
–	Gain control: A gain control splits the input signal into four equally spaced frequency bands. The gain control is used for SSR profile.
–	Filter bank: A filter bank modified discrete cosine transform (MDCT) decomposes the input signal into sub-sampled spectral components with frequency resolution of 23 Hz and time resolution of 21.3 ms (128 spectral components) or with frequency resolution of 187 Hz and time resolution of 2.6 ms (1 024 spectral components) at 48 kHz sampling. The window shape is selected between two alternative window shapes. 
–	Temporal noise shaping (TNS): After the analysis filter bank, TNS operation is performed. The TNS technique permits the encoder to have control over the temporal fine structure of the quantization noise.
–	Mid/side (M/S) stereo coding and intensity stereo coding: For multichannel audio signals, intensity stereo coding and M/S stereo coding may be applied. In intensity stereo coding only the energy envelope is transmitted to reduce the transmitted directional information. In M/S stereo coding, the normalized sum (M as in middle) and difference signals (S as in side) may be transmitted instead of transmitting the original left and right signals.
–	Prediction: To reduce the redundancy for stationary signals, the time-domain prediction between sub-sampled spectral components of subsequent frames is performed.
–	Quantization and noiseless coding: In the quantization tool, a non-uniform quantizer is used with a step size of 1.5 dB. Huffman coding is applied for quantized spectrum, the different scale factors, and directional information.
–	Bit-stream formatter: Finally a bit-stream formatter is used to multiplex the bit stream, which consists of the quantized and coded spectral coefficients and some additional information from each tool.
–	Psychoacoustic model: The current masking threshold is computed using a psychoacoustic model from the input signal. A psychoacoustic model similar to ISO/IEC 11172-3 psychoacoustic model 2 is employed. A signal-to-mask ratio, which is derived from the masking threshold and input signal level, is used during the quantization process in order to minimize the audible quantization noise and additionally for the selection of adequate coding tool.
FIGURE 5
MPEG-2 AAC encoder block diagram


[bookmark: _Toc116707729]3	Decoding
The basic structure of the MPEG-2 AAC decoder is shown in Fig. 6. The decoding process is basically the inverse of the encoding process.
Figure 6 
MPEG-2 AAC decoder block diagram


The functions of the decoder are to find the description of the quantized audio spectra in the bit stream, decode the quantized values and other reconstruction information, reconstruct the quantized spectra, process the reconstructed spectra through whatever tools are active in the bit stream in order to arrive at the actual signal spectra as described by the input bit stream, and finally convert the frequency domain spectra to the time domain, with or without an optional gain control tool. Following the initial reconstruction and scaling of the spectrum reconstruction, there are many optional tools that modify one or more of the spectra in order to provide more efficient coding. For each of the optional tools that operate in the spectral domain, the option to “pass through” is retained, and in all cases where a spectral operation is omitted, the spectra at its input are passed directly through the tool without modification.
4	High efficiency AAC and spectral band replication
High Efficiency AAC (HE AAC) introduces spectral band replication (SBR). SBR is a method for highly efficient coding of high frequencies in audio compression algorithms. It offers improved performance of low bit rate audio and speech codecs by either increasing the audio bandwidth at a given bit rate or by improving coding efficiency at a given quality level.
Only the lower part of the spectrum is encoded and transmitted. This is the part of the spectrum to which the human ear is most sensitive. Instead of transmitting the higher part of the spectrum, SBR is used as a post-decoding process to reconstruct the higher frequencies based on an analysis of the transmitted lower frequencies. Accurate reconstruction is ensured by transmitting SBR-related parameters in the encoded bit stream at a very low data rate. 




The HE AAC bit stream is an enhancement of the AAC audio bit stream. The additional SBR data is embedded in the AAC fill element, thus guaranteeing compatibility with the AAC standard. The HE AAC technology is a dual-rate system. The backward compatible plain AAC audio bit stream is run at half the sample rate of the SBR enhancement, thus an AAC decoder, which is not capable of decoding the SBR enhancement data, will produce an output time-signal at half the sampling rate than the one produced by an HE AAC decoder.
5	High efficiency AAC version 2 and parametric stereo
HE AAC v2 is an extension to HE AAC and introduces parametric stereo (PS) to enhance the efficiency of audio compression for low bit rate stereo signals. 
The encoder analyses the stereo audio signal and constructs a parametric representation of the stereo image. There is now no need to transmit both channels and only a mono-aural representation of the original stereo signal is encoded. This signal is transmitted together with parameters required for the reconstruction of the stereo image. 



As a result, the perceived audio quality of a low bit rate audio bit stream (for example, 24 kbit/s) incorporating parametric stereo is significantly higher compared to the quality of a similar bit stream without parametric stereo. 
The HE AAC v2 bit stream is built on the HE AAC bit stream. The additional parametric stereo data is embedded in the SBR extension element of a mono HE AAC stream, thus guaranteeing compatibility with HE AAC as well as with AAC.
An HE AAC decoder, which is not capable of decoding the parametric stereo enhancement, produces a mono output signal at the full bandwidth. A plain AAC decoder, which is not capable of decoding the SBR enhancement data, produces a mono output time-signal at half the sampling rate.


Annex 3 (informative)

AC‑3 and E-AC-3 audio
[bookmark: _Toc116707731]1	Encoding
The AC‑3 digital compression algorithm can encode from 1 to 5.1 channels of source audio from a PCM representation into a serial bit stream at data rates ranging from 32 kbit/s to 640 kbit/s. The AC‑3 algorithm achieves high coding gain (the ratio of the input bit rate to the output bit rate) by coarsely quantizing a frequency domain representation of the audio signal. A block diagram of this process is shown in Fig. 7. The first step in the encoding process is to transform the representation of audio from a sequence of PCM time samples into a sequence of blocks of frequency coefficients. This is done in the analysis filter bank. Overlapping blocks of 512 time-samples are multiplied by a time window and transformed into the frequency domain. Due to the overlapping blocks, each PCM input sample is represented in two sequential transformed blocks. The frequency domain representation may then be decimated by a factor of two so that each block contains 256 frequency coefficients. The individual frequency coefficients are represented in binary exponential notation as a binary exponent and a mantissa. The set of exponents is encoded into a coarse representation of the signal spectrum which is referred to as the spectral envelope. This spectral envelope is used by the core bit allocation routine which determines how many bits to use to encode each individual mantissa. The spectral envelope and the coarsely quantized mantissas for 6 audio blocks (1 536 audio samples) are formatted into an AC‑3 frame. The AC‑3 bit stream is a sequence of AC‑3 frames.
FIGURE 7
The AC- encoder



The actual AC‑3 encoder is more complex than indicated in Fig. 7. The following functions not shown above are also included:
–	a frame header is attached which contains information (bit rate, sample rate, number of encoded channels, etc.) required to synchronize and decode the encoded bit stream;
–	error detection codes are inserted in order to allow the decoder to verify that a received frame of data is error free;
–	the analysis filter bank spectral resolution may be dynamically altered so as to better match the time/frequency characteristic of each audio block;
–	the spectral envelope may be encoded with variable time/frequency resolution;
–	a more complex bit allocation may be performed, and parameters of the core bit allocation routine modified so as to produce a more optimum bit allocation;
–	the channels may be coupled together at high frequencies in order to achieve higher coding gain for operation at lower bit rates;
–	in the two‑channel mode a rematrixing process may be selectively performed in order to provide additional coding gain, and to allow improved results to be obtained in the event that the two‑channel signal is decoded with a matrix surround decoder.
[bookmark: _Toc116707732]

2	Decoding
The decoding process is basically the inverse of the encoding process. The decoder, shown in Fig. 8, must synchronize to the encoded bit stream, check for errors, and de-format the various types of data such as the encoded spectral envelope and the quantized mantissas. The bit allocation routine is run and the results used to unpack and de-quantize the mantissas. The spectral envelope is decoded to produce the exponents. The exponents and mantissas are transformed back into the time domain to produce the decoded PCM time samples.
FIGURE 8
The AC-3 decoder



The actual AC-3 decoder is more complex than indicated in Fig. 8. The following functions not shown above are included:
–	error concealment or muting may be applied in case a data error is detected;
–	channels which have had their high-frequency content coupled together must be de‑coupled;
–	de-matrixing must be applied (in the 2-channel mode) whenever the channels have been re‑matrixed;
–	the synthesis filter bank resolution must be dynamically altered in the same manner as the encoder analysis filter bank had been during the encoding process.


3	E-AC-3
Enhanced AC-3 (E-AC-3) adds several additional coding tools and features to the basic AC-3 codec described above. The additional coding tools provide improved coding efficiency allowing operation at lower bit rates, while the additional features provide additional application flexibility. 
Additional coding tools:
–	Adaptive Hybrid Transform – Additional layer applied in the analysis/synthesis filter bank to provide finer (1/6 of AC-3) spectral resolution.
–	Transient pre-noise processing – Additional tool to reduce transient pre-noise.
–	Spectral extension – Decoder synthesis of highest frequency components based on side information created by encoder. 
–	Enhanced coupling – Treats phase as well as amplitude in channel coupling.
Additional features:
–	Finer data rate granularity.
–	Higher maximum data rate (3 Mbit/s).
–	Sub-streams can carry additional audio channels, e.g. 7.1 chs, or commentary tracks.


Annex 4 (informative)

MPEG Surround
1	Introduction
ISO/IEC 23003-1 or MPEG Surround technology provides an extremely efficient method for coding of multi-channel sound and allows the transmission of surround sound at bit-rates that have been commonly used for coding of mono or stereo sound. It is capable of representing an N channel multi-channel audio signal based on an M<N channel downmix and additional control data. In the preferred operating modes, an MPEG Surround encoder creates either a mono or stereo downmix from the multi-channel audio input signal. This downmix is encoded using a standard core audio codec, e.g. one of the coding systems recommended under recommends 1 and 2. In addition to the downmix, MPEG Surround generates a spatial image parameter description of the multi-channel audio that is added as an ancillary data stream to the core audio codec in a backwards compatible fashion. Legacy mono or stereo decoders will ignore the ancillary data and playback the stereo or mono downmix audio signal. MPEG Surround capable decoders will first decode the mono or stereo downmix and then use the spatial image parameters extracted from the ancillary data stream to generate a high quality multi-channel audio signal.
Figure 9 illustrates the principle of MPEG Surround.
Figure 9
Principle of MPEG Surround, the downmix is coded using a core audio codec



By using MPEG Surround, existing services can easily be upgraded to provide for surround sound in a backward compatible fashion. While a stereo decoder in an existing legacy consumer device ignores the MPEG Surround data and plays back the stereo signal without any quality degradation, an MPEG Surround-enabled decoder will deliver high quality multi-channel audio.
2	Encoding
The aim of the MPEG Surround encoder is to represent a multi-channel input signal as a backward compatible mono or stereo signal, combined with spatial parameters that enable reconstruction of a multi-channel output that resembles the original multi-channel input signals from a perceptual point of view. Other than the automatically generated downmix an externally created downmix (“artistic downmix”) can be used. The downmix shall preserve the spatial characteristics of the input sound. 
MPEG Surround builds upon the parametric stereo technology that has been combined with HE‑ AAC, resulting in the HE AAC v2 standard specification. By combining multiple parametric stereo modules and other newly developed modules, various structures supporting different combinations of number of output and downmix channels have been defined. As an example, for a 5.1 multi-channel input signal, three different configurations are available; one configuration for stereo downmix based systems (525 configuration.), and two different configurations for the mono downmix based systems (a 5151 and 5152 configuration that employ a different concatenation of boxes).
MPEG Surround incorporates a number of tools enabling features that allow for broad application of the standard. A key feature of MPEG Surround is the ability to scale the spatial image quality gradually from very low spatial overhead towards transparency. Another key feature is that the decoder input can be made compatible to existing matrixed surround technologies.
These and other features are realized by the following prominent encoding tools:
–	Residual coding: In addition to the spatial parameters, also residual signals can be conveyed using a hybrid coding technique. These signals substitute part of the decorrelated signals (that are part of the Parametric stereo boxes). Residual signals are coded by transforming the QMF domain signals to the MDCT domain after which the MDCT coefficients are coded using AAC.


–	Matrix compatibility: Optionally, the stereo downmix can be pre‑processed to be compatible to legacy matrix surround technologies to ensure backward-compatibility with decoders that can only decode the stereo bit-stream but are equipped with a matrix-surround decoder.
–	Arbitrary downmix signals: The MPEG Surround system is capable of handling not just encoder-generated downmixes but also artistic downmixes supplied to the encoder in addition to the multi-channel original signal.
–	MPEG Surround over PCM: Typically, the MPEG Surround spatial parameters are carried in the ancillary data portion of the underlying audio compression scheme. For applications where the downmix is transmitted as PCM, MPEG Surround also supports a method that allows the spatial parameters to be carried over uncompressed audio channels. The underlying technology is referred to as buried data.
3	Decoding
Next to rendering to a multi-channel output, an MPEG Surround decoder also supports rendering to alternative output configurations:
–	Virtual Surround: The MPEG Surround system can exploit the spatial parameters to render the downmix to a stereo virtual surround output for playback over legacy headphones. The standard does not specify the Head Related Transfer Function (HRTF), but merely the interface to these HRTF allowing freedom in implementation depending on the use case. The virtual surround processing can be applied in both the decoder as well as in the encoder, the latter providing the possibility for a virtual surround experience on the downmix, not requiring an MPEG Surround decoder. An MPEG Surround decoder can however undo the virtual surround processing on the downmix and reapply an alternative virtual surround. The basic principle is outlined in Fig. 10.
Figure 10
Virtual Surround decoding of MPEG Surround




–	Enhanced Matrix Mode: In the case of legacy stereo content, where no spatial side information is present, the MPEG Surround is capable of estimating the spatial side information from the downmix and thus creates the multi-channel output yet offering a quality which is beyond conventional matrix-surround systems.
–	Pruning: As a result of the underlying structure, an MPEG Surround decoder can render its output to channel configurations where the number of channels is lower than the number of channels in the multi-channel input of the encoder.
4	Profiles and levels
The MPEG Surround decoder can be implemented as a high quality version and a low power version. Both versions operate on the same data stream, albeit with different output signals.
The MPEG Surround Baseline Profile defines six different hierarchical levels which allow for different numbers of input and output channels, for different ranges of sampling rates, and for a different bandwidth of the residual signal decoding. The level of the decoder must be equal to, or larger than the level of the bit stream in order to ensure proper decoding. In addition, decoders of Level 1, 2 and 3 are capable of decoding all bit streams of Level 2, 3 and 4, though at a possibly slightly reduced quality due to the limitations of the decoder. The quality and format of the output of an MPEG Surround decoder furthermore depends on the specific decoder configuration. However, decoder configuration aspects are completely orthogonal to the different levels of this profile.
5	Interconnection with audio codecs
MPEG Surround operates as a pre- and post-processing extension on top of legacy audio coding schemes. It is therefore equipped with means to accommodate virtually any core audio coder. The framing in MPEG Surround is highly flexible to ensure synchrony with a wide range of coders and means to optimize the connection with coders that already use parametric tools (e.g. spectral band replication) are provided.



Annex 5 (informative)

Extended high efficiency AAC (Extended HE AAC)

1	Introduction
The Extended HE AAC profile is specified within ISO/IEC 23003-3 MPEG-D Unified Speech and Audio Coding (USAC). USAC is an audio coding standard that allows for the coding of speech, audio or any mixture of speech and audio with a consistent audio quality for all sound material over a wide range of bitrates. It supports single and multi-channel coding at high bitrates where it provides perceptually transparent quality. At the same time, it allows very efficient coding at very low bitrates while retaining the full audio bandwidth.
Where previous audio codecs had specific strengths and weaknesses when coding either speech or audio content, USAC is able to encode all content with equally high fidelity regardless of the content type.
In order to achieve equally good quality for coding audio and speech, USAC employs the proven modified discrete cosine transform (MDCT) based coding techniques known from MPEG-4 Audio (MPEG-4 AAC, HE AAC, HE AAC v2) and combines them with specialized speech coder elements like algebraic code-excited linear prediction (ACELP). Parametric coding tools such as MPEG-4 Spectral Band Replication (SBR) and MPEG-D MPEG Surround are enhanced and tightly integrated into the codec. The result delivers highly efficient coding and operates down to the lowest bit rates.
Currently the USAC standard specifies two profiles:
–	Baseline USAC profile
The Baseline USAC profile provides the full functionality of the USAC standard while keeping the overall computational complexity low. Tools with excessive demand for memory or processing power are excluded.
–	Extended HE AAC profile
Specifically aimed at applications which need to retain compatibility with the existing AAC family of profiles (AAC, HE AAC and HE AAC v2), this profile extends the existing HE AAC v2 profile by adding USAC capabilities. This profile includes level 2 of the Baseline USAC profile. Consequently, Extended HE AAC profile decoders can decode all HE AAC v2 bit streams as well as USAC bit streams (up to two channels).
Figure 11
Structure of extended high efficiency AAC


USAC supports sampling frequencies from 7.35 kHz up to 96 kHz and has shown to deliver good audio quality for a bit rate range starting from 8 kbit/s up to bit rates where perceptual transparency is achieved. This was proven in the verification test (document MPEG2011/N12232) from ISO/IEC JTC 1/SC 29/WG 11 which is attached to Document 6B/286(Rev.2).
The channel configuration can be freely chosen. 13 different default channel configurations can be efficiently signaled for the most common application scenarios. These default configurations include all MPEG-4 channel configurations, such as mono, stereo, 5.0 and 5.1 Surround, or even 7.1 or 22.2 speaker set ups.
2	Encoding
As common use in MPEG standardization, the ISO/IEC 23003-3 standard only specifies the decoding process for MPEG-D USAC files and data streams. It does not normatively specify the encoding process.
A typical, possible encoder structure is shown in Fig. 12.
The encoder consists of the following coding tools:
–	Stereo processing: At low/intermediate bit rates, USAC employs parametric stereo coding technologies. These are similar in principle to the PS tool as described in Appendix 2.5 but instead based on MPEG Surround as described in Annex 4 and hence called MPEG Surround 2-1-2 (MPS 2-1-2). The encoder extracts a highly efficient parametric representation of the stereo image from the input audio signal. These parameters are transmitted in the bitstream together with a monaural downmix signal. Optionally the encoder can choose to transmit a residual signal which amends the stereo signal reconstruction process at the decoder. The residual coding mechanism allows a smooth scaling from full parametric to full discrete channel stereo coding. The MPS 2-1-2 tool is intrinsic part of the USAC codec. At higher bitrates, where parametric coding and ACELP are typically not active, stereo coding can be performed exclusively in the MDCT domain by means of a complex-valued stereo prediction. Thus, this method is called complex prediction stereo coding. It can be seen as a generalization of the traditional M/S stereo coding 
–	Bandwidth extension: The parametric bandwidth extension is a multiple enhanced version of the MPEG-4 spectral band replication (SBR), which is described in Appendix 2.4. The encoder estimates spectral envelope and tonality of the higher audio frequency bands and transmits corresponding parameters to the decoder. The encoder can choose from two different transposer types (harmony or copy-up) and from three transposition factors (1:2, 3:8, 1:4). The enhanced SBR tool is an intrinsic part of the USAC codec.
–	Filter bank, block switching: An MDCT based filterbank forms the basis for the core coder. Depending on the applied quantization noise shaping mechanism, the transform resolution can be chosen from one out of 1024, 512, 256, or 128 spectral lines. In combination with the 3:8 SBR transposition factor the resolution can be changed to ¾ of the above listed alternatives, providing better temporal granularity even at lower sampling rates.
–	Temporal noise shaping (TNS), M/S stereo coding, quantization: These tools have been adopted from AAC and are employed in similar fashion as described in Appendix 2.2.
–	Context adaptive arithmetic coder: noiseless (i.e. entropy) coding of the MDCT spectral coefficients is handled by an arithmetic coder which selects its probability tables based on previously encoded spectral lines.
–	Psychoacoustic control, scalefactor scaling: The scalefactor based psychoacoustic model is similar to the one used in AAC, see Appendix 2.2.
–	Scaling based on linear predictive coding (LPC) parameters: This spectral noise shaping tool can be used as an alternative to the above mentioned scalefactor scaling. The weighted version of a frequency representation of an LPC filter coefficient set is applied to the MDCT spectral coefficients prior to quantization and coding.
–	ACELP: The algebraic code excited linear prediction (ACELP) coder tool employs the proven adaptive/innovation codebook excitation representation as known from state‑of‑the-art speech codecs.
–	Bitstream multiplex: The final bit stream is composed of the various elements which the encoder tools produce.
–	FAC: The forward aliasing correction (FAC) tool provides a mechanism to seamlessly transition from aliasing afflicted MDCT based coding to time-domain based ACELP coding.
FIGURE 12
MPEG-D USAC encoder block diagram


3	Decoding
The basic structure of the MPEG-D USAC decoder is shown in Fig. 13. The decoding process generally follows the inverse path of the encoding process.
FIGURE 13
MPEG-D USAC decoder block diagram



The process of decoding can be coarsely outlined as follows:
–	Bitstream de-multiplex: The decoder finds all tool related information in the bitstream and forwards them to the respective decoder modules.
–	Core decoding: Depending on the bitstream content, the decoder either:
–	decodes and inverse quantizes the MDCT spectral coefficients, applies scaling either based on scalefactor information or based on LPC coefficient information, and applies further (optional) MDCT based tools if present and applicable. Finally the inverse MDCT is applied to obtain the corresponding time domain signal.
–	or decodes ACELP related information, produces an excitation signal and synthesizes an output signal with the help of an LPC filter.
–	Windowing, overlap-add: The subsequent frames of the core coder are concatenated or merged in the usual overlap-add process as known from AAC. Transitions between ACELP and MDCT based coding is accomplished by merging the decoded FAC data.
–	Bass postfilter: An optional pitch enhancement filter can be applied to enhance speech quality.
–	Bandwidth extension, stereo processing: At the end the parametric coding tools for bandwidth extension and stereo coding tools are applied to reconstruct the full bandwidth, discrete stereo signal.
For each of the optional tools, the option to “pass through” is retained, and in all cases where an operation is omitted, the data at its input is passed directly through the tool without modification.
4	Profiles and levels
MPEG currently defines two profiles which employ the USAC codec.
–	Baseline USAC profile
The baseline USAC profile contains the complete USAC codec except for a small number of tools which exhibit excessive worst-case computational complexity. These tools are not described above. This profile provides a clear stand-alone profile for applications and use cases where the capability of supporting the AAC family of profiles (AAC profile, HE AAC profiles, HE AAC v2 profile) is not relevant.
–	Extended HE AAC profile
The extended high efficiency AAC profile contains all of the tools of the high efficiency AAC v2 profile and is as such capable of decoding all AAC family profile streams. In addition, the profile incorporates mono/stereo capability of the baseline USAC profile. Consequently, this profile provides a natural evolution of the HE AAC v2 profile because the mono/stereo part of USAC (when operated at low rates) provides the additional value of consistent performance across content types at low bitrates.



Annex 6 (informative)

Coding Independent Code Points (CICP) for MPEG coding
1	Introduction
ISO/IEC23001-8:2013 describes the coding aspects of audio programmes that are independent of the coded representation including the position and layout of loudspeaker systems. Default channel configurations include the channel configurations specified in Recommendations ITU-R BS.775 or ITU-R BS.2051. All channel configurations are shown in Table 3.
TABLE 3
Channel configurations and loudspeaker layouts (NOTE 1)
	Channel configuration Value*1
(NOTE 1)
	Number of 
speakers (NOTE 2)
	Default element to loudspeaker mapping (NOTE 3) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (NOTE 4)

	0
	Any setup

	1
	1/0.0
(0+1+0)
	M+000 
	Mono

	2
	2/0.0
(0+2+0)
	M+030 
	Left

	
	
	M-030
	Right

	3
	3/0.0
(0+3+0)
	M+000 
	Centre

	
	
	M+030
	Left

	
	
	M-030
	Right


TABLE 3 (cont)
Channel configurations and loudspeaker layouts (NOTE 1)
	Channel configuration Value*1
(NOTE 1)
	Number of 
speakers (NOTE 2)
	Default element to loudspeaker mapping (NOTE 3) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (NOTE 4)

	4
	3/1.0
(0+4+0)
	M+000 
	Centre

	
	
	M+030
	Left

	
	
	M-030
	Right

	
	
	M+180 
	Mono surround

	5
	3/2.0
(0+5+0)
	M+000 
	Centre

	
	
	M+030
	Left

	
	
	M-030
	Right

	
	
	M+110 
	Left surround

	
	
	M-110
	Right surround

	6
	3/2.1
(0+5+0)
	M+000 
	Centre

	
	
	M+030
	Left 

	
	
	M-030
	Right

	
	
	M+110
	Left surround

	
	
	M-110
	Right surround

	
	
	LFE1 
	Low frequency effects

	7
	5/2.1
(0+7+0)
	M+000
	N/A*2

	
	
	M+030
	

	
	
	M-030
	

	
	
	M+045 
	

	
	
	M-045
	

	
	
	M+110 
	

	
	
	M-110
	

	
	
	LFE1
	

	8
	1+1
	Channel 1
	N/A

	
	
	Channel 2
	

	9
	2/1.0
(0+3+0)
	M+030
	Left

	
	
	M-030
	Right

	
	
	M+180
	Mono surround

	10
	2/2.0
(0+4+0)
	M+030
	Left 

	
	
	M-030
	Right

	
	
	M+110
	Left surround 

	
	
	M-110
	Right surround




TABLE 3 (cont)
Channel configurations and loudspeaker layouts (NOTE 1)
	Channel configuration Value*1
(NOTE 1)
	Number of 
speakers (NOTE 2)
	Default element to loudspeaker mapping (NOTE 3) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (NOTE 4)

	11
	3/3.1
(0+6+0)
	M+000
	N/A

	
	
	M+030
	

	
	
	M-030
	

	
	
	M+110
	

	
	
	M-110
	

	
	
	M+180
	

	
	
	LFE1
	

	12
	3/4.1
(0+7+0)
	M+000
	N/A

	
	
	M+030 
	

	
	
	M-030
	

	
	
	M+110 
	

	
	
	M-110
	

	
	
	M+135
	

	
	
	M-135
	

	
	
	LFE1
	

	13
	11/11.2
(9+10+3)
	M+000
	Front centre

	
	
	M+030
	Front left centre

	
	
	M-030
	Front right centre

	
	
	M+060 
	Front left

	
	
	M-060
	Front right

	
	
	M+090 
	Side left

	
	
	M-090
	Side right

	
	
	M+135 
	Back left 

	
	
	M-135
	Back right

	
	
	M+180
	Back centre

	
	
	LFE1
	Low frequency effects-1

	
	
	LFE2
	Low frequency effects-2

	
	
	U+000
	Top front centre

	
	
	U+045 
	Top front left

	
	
	U-045
	Top front right

	
	
	U+090
	Top side left

	
	
	U-090
	Top side right

	
	
	T+000
	Top centre

	
	
	U+135
	Top back left

	
	
	U-135
	Top back right

	
	
	U+180
	Top back centre

	
	
	B+000
	Bottom front centre

	
	
	B+045
	Bottom front left

	
	
	U-045
	Bottom front right


TABLE 3 (cont)
Channel configurations and loudspeaker layouts (NOTE 1)
	Channel configuration Value*1
(NOTE 1)
	Number of 
speakers (NOTE 2)
	Default element to loudspeaker mapping (NOTE 3) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (NOTE 4)

	14
	5/2.1
(2+5+0)
	M+000
	Centre

	
	
	M+030
	Left

	
	
	M-030
	Right

	
	
	M+110 
	Left surround

	
	
	M-110
	Right surround

	
	
	LFE1
	Low frequency effects

	
	
	U+030 
	Left height 

	
	
	U-030
	Right height

	15
	5/5.2
(3+7+0)
	M+000
	Centre

	
	
	M+030 
	Left 

	
	
	M-030
	Right

	
	
	M+090 
	Left side

	
	
	M-090
	Right side

	
	
	M+135 
	Left back 

	
	
	M-135
	Right back

	
	
	U+045 
	Left height 

	
	
	U-045
	Right height

	
	
	UH+180
	Centre height

	
	
	LFE1
	Left low frequency effects

	
	
	LFE2
	Right low frequency effects

	16
	5/4.1
(4+5+0)
	M+000
	Centre

	
	
	M+030
	Left 

	
	
	M-030
	Right

	
	
	M+110
	Left surround

	
	
	M-110
	Right surround

	
	
	LFE1
	Low frequency effects

	
	
	U+030
	Left height 

	
	
	U-030
	Right height

	
	
	U+110
	Left height surround

	
	
	U-110
	Right height surround

	17
	6/5.1
(6+5+0)
	M+000
	N/A

	
	
	M+030
	

	
	
	M-030
	

	
	
	M+110
	

	
	
	M-110
	

	
	
	LFE1
	

	
	
	U+000
	

	
	
	U+030
	

	
	
	U-030
	

	
	
	U+110
	

	
	
	U-110
	

	
	
	T+000
	


TABLE 3 (cont)
Channel configurations and loudspeaker layouts (NOTE 1)
	Channel configuration Value*1
(NOTE 1)
	Number of 
speakers (NOTE 2)
	Default element to loudspeaker mapping (NOTE 3) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (NOTE 4)

	18
	6/7.1
(6+7+0)
	M+000
	N/A

	
	
	M+030
	

	
	
	M-030
	

	
	
	M+110
	

	
	
	M-110
	

	
	
	M+150
	

	
	
	M-150
	

	
	
	LFE1
	

	
	
	U+000
	

	
	
	U+030
	

	
	
	U-030
	

	
	
	U+110
	

	
	
	U-110
	

	
	
	T+000
	

	19
	5/6.1
(4+7+0)
	M+000
	N/A

	
	
	M+030
	

	
	
	M-030
	

	
	
	M+090
	

	
	
	M-090
	

	
	
	M+135
	

	
	
	M-135
	

	
	
	LFE
	

	
	
	U+030
	

	
	
	U-030
	

	
	
	U+135
	

	
	
	U-135
	

	20
	7/6.1
(4+9+0)
	M+000
	Centre

	
	
	M+SC
	Left screen

	
	
	M-SC
	Right screen

	
	
	M+030
	Left

	
	
	M-030
	Right

	
	
	M+090
	Left surround

	
	
	M-090
	Right surround

	
	
	M+135
	Left rear surround

	
	
	M-135
	Right rear surround

	
	
	LFE
	Low frequency effects

	
	
	U+045
	Left top front

	
	
	U-045
	Right top front

	
	
	U+110
	Left top rear

	
	
	U-110
	Right top rear


TABLE 3 (end)
Channel configurations and loudspeaker layouts (NOTE 1)
	Channel configuration Value*1
(NOTE 1)
	Number of 
speakers (NOTE 2)
	Default element to loudspeaker mapping (NOTE 3) 
	Channel name specified in Recommendation ITU-R BS.775 or BS.2051 (NOTE 4)

	21-63
	Reserved

	*1	The audio output channel configuration is indicated by a six-bit field that carries a channel configuration value as defined in ISO/IEC 23001-8:2013, "Coding Independent Code Points". 
*2	N/A: not applicable; channel configuration not available in Recommendation ITU-R BS.2051 or Recommendation ITU-R BS.775


NOTE 1 – The list is derived from Table 8 of ISO/IEC 23001-8:2013 / Amd.1:2015.
NOTE 2 – The notion of the number of speaker is given in the convention of “Front speakers / surround speakers . LFE speakers” and in brackets as “Upper layer speakers + middle layer speakers + bottom layer speakers” with LFE speakers excluded.
NOTE 3 – Identification of the speakers by labels in accordance with Recommendation ITU-R BS.2051.
NOTE 4 – Please note that the channel labels and names depend on the actual channel configuration.
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