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Summary
This document describes the framework of network virtualization for Future Networks (FNs). It presents the definition and effectiveness of network virtualization and logically isolated network partition (LINP) that will be provided by network virtualization. This document also discusses the problem spaces of supporting network virtualization in the networks and investigates several attributes for realizing network virtualization. Finally, implementation examples of network virtualization from various aspects such as router, application etc. and applicability of network virtualization are also discussed. In the annex, detailed use-cases of network virtualization are presented.
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[Ed Note 2]: It is necessary to keep consistency in using terminologies in the documents
1. Scope

The scope of this technical document includes:

· Definition of network virtualization
· Overview of network virtualization
· Problem spaces 
· Attributes of network virtualization

· Applicability and use cases
· Implementation examples
 [Ed Note 6] It is noted that whole procedures realizing network virtualization (provisioning, tool, etc.) needs to be described in a separate section in order to complete the framework document. Further contributions are invited.
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3. Definitions
3.1. Terms defined elsewhere

3.1.1 Component network: Consists of a single homogeneous network, which, by itself, may not provide a single end-to-end global telecommunication infrastructure.
3.1.2 Federation: A technology that enables a heterogeneous collection of component networks to be operated as a single network, while the networks are geographically dispersed and managed by different providers.
3.2. Terms defined in this document

3.2.1 Network virtualization: A technology that enables the creation of logically isolated network partitions over shared physical network infrastructures so that multiple heterogeneous virtual networks can simultaneously coexist over the shared infrastructures. Also, network virtualization allows the aggregation of multiple resources and makes the aggregated resources appear as a single resource.
3.2.2 Logically Isolated Network Partition (LINP): A network of physical or logical partitions of network resources and is separated from other LINPs. LINP can expand its capabilities by aggregating multiple physical or virtual resources.
3.2.3 Virtual resource: A logical resource that has the same mechanism as physical resource associated with networks and can inherit all existing mechanisms and tools for physical resource.
4. Abbreviations and acronyms

LINP
Logically Isolated Network Partition

FN
Future Network

5. Introduction
Future Networks (FNs) are networks, which will be able to provide revolutionary services, capabilities, and facilities that are difficult to support using existing network technologies. Also, it is expected that FNs will overcome the limitations of the current networks. FNs include several design goals and high-level capabilities that are necessary for realizing the objectives of FNs, Service awareness, Data awareness, Environmental awareness, and Social and economic awareness [FNvision]. Some of the investigated design goals require separate network environment, coexistence of multiple networks, abstraction of network resources, or aggregation and federation of multiple networks and resources. Also, promising technologies for realizing the design goals may be designed not bound to the current networking technologies, because the promising technologies will be developed in order to overcome the limitations of the current networks. Thus, it is necessary to build experimental networks or testbeds so as to design, develop, and evaluate the promising technologies over the current networks. Especially, developing the promising technologies may require complete new network environment from the current network architecture and the operation of one technology should not make cause unexpected issues for others. Therefore, experimental networks or testbeds should provide an isolated network environment for the developers, providers, and users of the promising technologies. Network virtualization allows networks without interfering with the operation of other virtual networks while sharing the network resources among virtual networks. Since multiple isolated virtual networks can simultaneously coexist over FNs infrastructures, different virtual networks can deploy heterogeneous network technologies which may cause interference among virtual networks and it is possible to improve utilization of physical resources. Also, the abstraction property enables to provide standard interfaces for accessing and managing the virtual network and resources and helps on supporting seamless migration and update the capability of virtual networks. Finally, network virtualization can aggregate multiple virtual resources into a single virtual resource in order to obtain increased capabilities. Therefore, network virtualization is a key technology that can enable the partitioning, isolation, abstraction, and aggregation of networks and can be used to achieve the design goals of FNs. 

[Ed Note 37] Whole lifecycle of network virtualization needs to be touched (somewhere in the document).

[Ed Note 38] The title was changed, so introduction should be updated in order to keep consistency.

6. Overview of network virtualization
Virtual networks are completed isolated each other, so different virtual networks may use different protocols and packet formats. When combined with programmability in network elements, users of virtual networks can program the network elements on any layers from physical layer to application layer. They can even define new layering architecture without interfering with the operation of other virtual networks. In other words, each virtual network can provide the corresponding user group with full network services similar to those provided by a traditional non-virtualized network. The users of virtual networks may not be limited to the users of services or applications, but may include service providers. For example, a service provider can lease a virtual network and can provide emerging services or technologies such as cloud computing service, and so on. The service providers can realize the emerging services as if they own dedicated physical network infrastructures. In order to facilitate the deployment of network virtualization, it may be necessary to provide control procedures such as creating virtual networks, monitoring the status of virtual network, measuring the performance, and so on. 

Also, network virtualization can reduce the total cost by sharing network resources. One of motivation of network virtualization is to achieve better utilization of infrastructures in terms of reusing a single physical or logical resource for multiple other network instances, or to aggregate multiples of these resources to obtain more functionality. These resources can be not only network components, such as routers, switches, hosts, virtual machines, but also service elements, such as, operation and measurement services, instrumental services, and so on.
Network virtualization on its own is quite a useful technology, but to gain the greatest benefit it will be better to have a managed virtualization environment. Such management allows better control, monitoring, and analysis of the virtualized environments.

6.1 LINP architecture in network virtualization framework

Network virtualization is required to be capable of providing multiple LINP (Logically Isolated Network Partition) those are isolated each other. LINP may be created over the single physical infrastructure. 

Figure 6-1 represents the architecture of LINP, which creates multiple virtualized infrastructures in network virtualization framework. Each LINP is isolated each other and is programmable to satisfy the user’s demand on the functionality and amount. Users’ demand is conveyed to slicing manager which is required to coordinate infrastructures so that appropriate LINP is provided to the user. LINP manager is recommended to handle user’s demand with real-time or scheduled.
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Figure 6-1: LINP architecture in network virtualization framework
7. Problem spaces

This section describes outstanding research problems for network virtualization.
7.1 Isolation
Legacy networks enable users to partially realize multiple network services over shared physical infrastructure in a way, which allows services to be affected by other coexisting network services. How to provide secure isolation among the network services is an important issue. The isolation has various aspects including security isolation, performance isolation, management isolation, and so on. For example, since multiple network services coexist over shared physical infrastructures, security problems in a service may be spread out over the whole networks and may cause performance degradation of other services. Network virtualization can provide complete isolation of any LINP from all others, minimize the impact of behaviour of LINPs to other networks, and support diversity of application, service and architectures. 
7.2 Performance
In legacy networks, the network service providers hardly offer resources encompassing the physical capability of the resources. However, by leveraging network virtualization, it is possible to provide high performance resources for users by logically aggregating multiple resources into single resource. Therefore, a logical network consisting of requested resources can guarantee users’ performance requirements.
7.3 Scalability
It is actually restricted to scale physical resources according to users’ demands in legacy networks. Users of network virtualization, however, can add as many virtual resources to their LINPs as they need. That is, requested size of a LINP can be provided. In addition to the size, coexistence of multiple LINPs is one of the fundamental motivations behind network virtualization. Legacy networks hardly provide multiple networks, but multiple LINPs can be created in a shared physical network with the same resources.
[EdNote 8] the capability of accepting different network architecture depends on the architecture, implementation, etc. of network virtualization technologies, and each technology has its pros and cons (e.g., technology with specialized, limited capabilities usually have better performance). Investigation on such pros and cons should be discussed in this document, not necessary in this section. Further contributions are invited.
[EdNote 9] The investigation on pros and cons of network virtualization will be added in Applicability section based on further contributions.
7.4 Flexibility
In conventional networks, network provider offers limited physical resources to users, and users only exploit restricted resources, e.g., nodes connected by physical links in a local area. However, in network virtualization, not only local resources but also remote resources can be provided and belong to a virtual network. Then users can use arbitrary network topology, forwarding or routing functions, and customized control protocols.
7.5 Evolvability

If network providers want to deploy a new network technology, such as new network layer protocols in the current network architecture, they need to construct a separate testbed so that the behaviour of the new protocols does not affect the current services. After evaluating the new technology, the network provider deploys the technology to their network. However, this approach may lose legacy support or backward compatibility and users may be reluctant to adapt the new feature because the new technology may not support their existing services. By utilizing network virtualization, the network providers can integrate legacy support by allocating the existing networks to a logically isolated network partition. This partition will guarantee that the existing services and technologies can remain unchanged [9].
7.6 Management

Since each virtual network is independent from other virtual networks, it has to be managed independently from other virtual networks. At the same time, the management system for the virtual network has to collaborate with the management system of physical infrastructure. It is therefore necessary to carefully define which part of management can be done by the management system of the virtual network, and how to align it with that of physical infrastructure. Moreover, if the isolation is not perfect, alignment with the management systems of other virtual networks also becomes necessary.
[Ed Note 10]: More refined text will be provided by Takashi Egawa

[Ed Note 31]: Revise the text according to describe challenging tasks such as hierarchical management, isolation (or independent) management systems

7.7 Security

In the legacy network, failure or malfunction in one service or network can be spread over the whole network. Also, if a network element is compromised by a malicious user, the whole traffic traversing the element may be a target for attack. Since network virtualization ensures complete isolation among logical network partitions, the security problems are not be spread over the whole networks [9].

7.8 Benefits and overheads of network virtualization

Network virtualization may increase availability via maximizing utility of physical network infrastructures. However, availability becomes an issue because if one physical network resource, which can be part of several LINPs, were to go down, these LINPs will be also influenced by the failed physical network resource. Another case is that where a LINP management system fails or operates poorly. In this case all of the relevant LINPs will also fail. Therefore most service providers for LINP should implement failover mechanisms, such as failure-resistant configuration using cluster physical network elements, to prevent such outage. This remains necessary despite the fact that, each LINP is guaranteed to isolate its network services and has management systems to handle physical network infrastructure. 

Scalability is difficult to deal with under full utilization for capable physical network resources. LINP provides a way for corresponding user groups to support full network services, so that a service provider can lease a LINP to provide emerging service to fit user demand using restricted physical resources. The problem is that while a service provider may implement a small scale LINP, it may be that a fast growing network service could quickly require more resources. Users or service provider of the LINP want to add as many physical resources as they need, but it may be difficult financially to lease physical network elements, such as routers, switches to meet this demand. So scalability and utilization are intertwined.

Additionally, LINPs impose performance limitations by running an additional layer composed of programmable network elements above physical network infrastructures. The performance degradation depends on virtualization mechanisms for isolation and management, because many software technologies are involved to achieve better isolation and management system. 

7.9 Wireless virtualization

As mobile devices such as smart phones proliferate, developing the solutions that enable the devices to simultaneously connect to heterogeneous access networks is emerging as an important issue. Also, users with the various mobile devices could suffer from the performance degradation especially when they move frequently between the coverage of different access points. Since virtualization allows the simultaneous coexistence of heterogeneous networks, it is expected to mitigate the problems by applying virtualization technology to wireless environment by considering the characteristics unique to wireless environments, such as limited resource usage and interference. Therefore, taking account of these peculiar features, it is necessary to develop efficient management mechanisms of the wireless resources via the wireless virtualization.
[Ed Note 34] Terms used in this section need to be updated.
8. Attributes of network virtualization
This section describes the attributes of network virtualization.
[Ed Note 35] Contributions for (Quick) Service Provisioning (new section. Title of Subsection is not fixed) would be invited.

8.1. Programmability
Network virtualization allows the creation of logical network partitions by using not only local resources but also remote resources. The logical network partitions may be equipped with a programmable control plane so that users can use arbitrary network topologies, forwarding or routing functions, and customized protocols. In order to provide flexibility to the logical network partitions, they can implement new control schemes on each logical network partition. Programmability can support flexibility in the control plane and make it possible to use different control schemes on logical network partitions.

8.2. Topology awareness
Since network virtualization allows aggregation of network elements distributed in network infrastructures, it is necessary to discover those and to connect the network elements. Further, when constructing or re-constructing a logical network partition, good optimization may be required for effective use of infrastructure. For example, for the users who want low end-to-end delay, topology awareness may help to provide low delay by using the shortest route, but still provide a high bandwidth route for users who want high bandwidth only. Therefore, topology awareness is necessary so that network elements can seamlessly interact with each other during the construction of logical network partitions. 

8.3. Quick reconfigurability
After creating LINPs according to users’ requirements, the capabilities of LINPs may need to be modified for various reasons, for example the changes of users’ requirements, the status of networks, policies of resource owners and so on. Hence, each LINP should adjust its capability according to changes of requirements and the reconfiguring should be quickly done in order to minimize service disruption. Thus, the network virtualization should offer a method that the LINPs are capable of easily and rapidly creating their own network topologies and dynamically reconfiguring them.
8.4. Isolation
LINPs can be multiplexed over shared network infrastructures. However, this can be liable to restrict network performance and cause instability due to interference by other LINPs. The network virtualization should be capable of providing the complete performance isolation among LINPs.

8.5. Network abstraction
A logical network partition may accommodate a new architecture, so network elements should be controlled as abstract resources. Network abstraction allows hiding the underlying characteristics of network elements from the way in which other network elements, applications, or users interact with those network elements and separates infrastructure instances and control frameworks of network virtualization. Network abstraction also allows the controlled opening of networks functions. In other words, it allows selective exposure of key network functionalities in network infrastructures. Network abstraction will also allow infrastructure technology replacement with less impact to the framework of network virtualization. Therefore, it is necessary to support network abstraction methods to define levels of exposure and interfaces to other network elements. 
8.6. Performance
It is known that some of emerging network services will require extremely high bandwidth in the order of Gbps or beyond with low latency and jitter. However, it is difficult to satisfy such requirements by using the current packet-based technologies. Each LINP should be capable of directly utilizing lower-layer transmission technologies such as wavelength and TDM (time-division multiplexing) provided by a transport network. Also, network virtualization is implemented by introducing virtualization layer or adaptation layer and the virtualization layer creates and manages the logical network partitions. Thus, the performance of the LINPs may not be as good as the non-virtualized network. Therefore, network virtualization should reduce the performance degradation due to the virtualization layer.

8.7. Security
Considering the utility of customers, each LINP should be capable of using physical network resources and constructs a network topology. However, one possible problem is that some malicious LINP may occupy most of the resources, which deteriorates the performance of other LINP due to network resource exhaustion. So, the network provider should have the capability of regulating the upper limit of bandwidth usage by each LINP to maintain the overall utility and performance.
8.8. Management
To support diversified network services, the LINPs should retain the capability of customizing network control and operations independent from those in the physical network or other LINPs. At the same time, the LINP wishes to avoid complex physical network operations that are fully dependent on the types of network layers and equipment vendors. To disengage the LINP from the complexity of the physical network, the network virtualization should conceal a part of the physical network information and provides the simple interface for resource control to the LINPs.
Each LINP can be a flexible aggregation of physical network resources and logical network resources with arbitrary network topology. From this perspective, a number of associations, which are not only physical-to-physical resource but also physical-to-logical resource and vice versa have to be managed and are able to provide the visibility needed to understand all interconnections between physical and logical resources over the shared infrastructures. Thus, considering the rapidly changing of virtualized network environments, the visibility is essential for network management operations such as monitoring, fault detection, topology awareness, re-configurability, resource discovery/allocation/scheduling and customized control. Therefore, the aggregation of multiple resources requires change to be detected as it occurs.

[Ed Note 11] this section should be divided into two sections. One is Manageability that describes network operator’s viewpoint, and Programmability that provides user’s point of view. 
[Ed Note 12] Further contributions regarding to Programmability is invited.

[Ed Note 13] In-system management approach is required in management section.

8.9 Mobility

When the users’ demands change or network performance falls below Quality of Service thresholds, the network elements (storage, computing power, network resources, applications and so on) can be moved to satisfy demand and provide stable network performance. Therefore, network virtualization should support not only mobility of one physical network to another but also mobility of the network elements including users among logical network partitions. The network elements are composed of resources, system images and applications, which are added for the improvement of network performance or removed for load balancing or energy saving purpose. Users can be dynamically attached or reattached to one of the virtualized networks depending on the desired application without any interruption of communication.
Note: this kind of mobility is sometimes called migration.
8.10 Wireless virtualization

Since network resources are shared and limited in wireless networks, the exact analysis of throughput, delay, and so on is required to guarantee the performance in wireless virtualization, and efficient resource sharing mechanisms should be also developed. Meanwhile, multiple access points with different wireless networking technologies/protocols should operate together via the wireless virtualization. These multiple access points should appear to the users as a single access point. Therefore, the users are transparently connected to networks while moving without any knowledge of the access point.
[Ed Note 36] Term [Access Point] may need to be reviewed if it is adequate.

9. Applicability
This section describes the applicability of network virtualization.
The applicability of network virtualization may be classified into three broad categories according to the characteristics of virtualization: namely isolation, aggregation, and federation.
From the viewpoint of isolation, network virtualization enables the complete isolation between each logical network partition. A typical use case for this category is that it is possible to create new business model by separating the conventional Internet service provider’s role into network provider and service provider. The network provider creates customized logical network partitions according to the service providers’ requirements, such as network bandwidth, the number and functional capability of network elements in the logical network partitions, total cost, and so on. The service provider can provide various services and applications for users without the burden of building its own network infrastructure. Moreover, the service provider can safely test an innovative pilot service or application that requires special features of network without affecting other existing services. From the perspective of network providers, they can increase the hardware utilization ratio and can reduce the operational cost of network infrastructure. From the viewpoint of service providers, it is possible to reduce the cost for building network infrastructure. Also, they can utilize the flexibility for the creation of network and application services. 

The second applicability is aggregation. In the computing field, it is common to logically aggregate multiple computing resources into a single resource in order to support applications or services that require very high performance exceeding single resource’s capability. Building a high performance computing node by clustering many smaller nodes would be the typical use case of resource aggregation. Similar to this use case, network virtualization can allow building a logical network element whose capability is hard to be supported by a single one. The logical network element can support various functions and can easily expand its capability by aggregating multiple network elements.
The third applicability is federation. By applying LINP management to federation, a LINP can comprise various types of resources from independently administered networks. Due to the heterogeneous nature of networks, a new federation management function is required to interact with different types of networks and to control the life cycle of physically or logically isolated resources from various networks. This new management function is not within the scope of a LINP’s capability, so it is necessary to introduce new manager or federation manager that acts as an interface or entry point of resource aggregation and sharing, and can be implemented as a centralized system controlling the interconnection of networks as a whole, or as a plug-in adaptation functions to each network. One of the use cases of federation would be the cloud computing. The computing power can be expanded by federating independent, heterogeneous clouds with the same LINP management, which also leads to seamless deployment of application services over the networks.
[Ed Note 37] Polish the paragraph (especially terminology) in order to keep consistency.

[Ed Note 15] How to orchestrate different capability or functions of network virtualization should be investigated in applicability section.

[Ed Note 32] Current applicability seems to mandate specific service models. It is noted that the applicability may need to be more generally described.

[Ed Note33] interaction among physical infrastructure providers, service providers and users should be explicitly described within the document.
10. Implementation examples

This section describes the implementation examples of network virtualization. 

10.1. Router aspects
10.1.1. Functional architecture of virtualization support router

In general, router architecture to support virtualization capability requires three layers: router hardware, router software, and control framework. Figure 10-1 shows the functional architecture a router, which supports virtualization. 

The router hardware typically consists of a switching component for packet forwarding and flow table. The router software performs router’s main operations such as running routing protocols and building routing table, and so on. The router software may include virtualization layer in order to support virtualization in router. The virtualization layer typically creates and manages logically isolated virtual systems, which can run various components on the native hardware. Thus, the virtualization layer can support virtualization of router hardware resources by creating the isolated virtual systems, i.e. virtual router. The virtual router is a software implementation of a router that executes the same operations as a physical router. It is an isolated partition of a real router. Multiple virtual routers can coexist over the virtualization layer and each virtual router is completely isolated from the others. In order to provide the management of virtual routers, the virtualization layer can include the virtual machine monitor or hypervisor function. The control framework performs the interaction between the virtual or physical router and other network entities. Control framework defines interfaces, message types including basic protocols and required functions, message flows between router and network entities. The network entities may include networking elements such as routers, switches, and so on. It also may include logical entities such as registry for managing of LINPs, network resources, and user information. Each LINP and virtual routers are managed by resource manager that are implemented in the control framework of the physical router. The resource manager is in charge of creating and managing LINPs and virtual routers in the physical router.
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Figure 10-1: Functional architecture of virtualization support router
[Ed Note 16] Mapping between LINP and virtual router should be provided. Further contribution necessary.
10.1.2. Control framework architecture
This section describes the architecture of control framework including the design of functional entities and interfaces between the entities. The main roles of control framework include initialization of control framework entities and network resources (S1), registration of users and services (S2), discovery of resources in networks (S3), creation of virtual resources and LINPs (S4), loading user specific services and applications to created LINPs and execution of them (S5), and termination of  virtual resources and LINPs after execution (S6). Figure 10-2 shows the functional procedures of control framework.
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Figure 10-2 Overall procedures of control framework
Figure 10-3 shows the logical entities of control framework architecture. There exist four key entities of control framework, namely Smart Home, Clearing House, Aggregate Manager, and Component Manager. Smart Home performs management of users, services, and applications in FNs’ programmable and virtualized infrastructures by using information about users, services, and applications. Clearing House is central information center of information, registry, and database for managing FNs’ programmable and virtualized infrastructures. Clearinghouse manages the operation of LINPs and performs authentication and authorization function of users, LINPs, and resources. Also, it maintains the list of Aggregate Managers in FNs’ programmable and virtualized infrastructures. Aggregate Manager maintains information of resources managed by Component Managers and provides operations for virtual resources and LINPs. Component is a basic building block of FNs’ programmable and virtualized infrastructures and managed by Component Manager. Component Manager is responsible for interaction between resources and control framework. It converts received control framework APIs into APIs of resources. 
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Figure 10-3 Logical entities of control framework

Each control framework entity communicates by using APIs defined for each entity. Figure 10-4 depicts typical APIs defined for each entity. For example, Clearing House is accessed via CH APIs in order to register created LINPs and to list the currently accessible Aggregates. In the figure, Slice implies LINP defined in this document and Sliver means virtual resource abstracted from physical resource. The detailed description of APIs is out of scope of this document.
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Figure 10-4 Interfaces among control framework entities
The detailed procedures of control framework are as follows.

· S1: Initialization

· Information in the control framework entities is initialized and control channels among control framework entities and Component Managers are established.

· Initial configuration and operation information of control framework entities are configured.

· Aggregate Manager gathers information about physical and virtual resources in FNs’ programmable and virtualized infrastructures  via Component Managers.

·  S2: Registration of users and services/applications

· User is registered to Clearing House and additional information such as service credential is attached to user.

· Service and application are registered to Clearing House.

· Binding information about user, service/application, and LINP’s is established and maintained.

· S3: Resource discovery in FNs’ programmable and virtualized infrastructures
· Authorized user can search resources belong to Component Managers and discover the current status of resources through user interface.

· Aggregate Manager collects the current resource information belong to Component Manager.

· S4: Creation and management of LINP

· Authorized user creates new LINP for service or application and the new LINP is registered to Clearing House.

· User defines the capability of the new LINP based on the current resource information and the specification of LINP’s capability is delivered to Aggregate Manager and Component Manager.

· Aggregate Manager and Component Manager create virtual resources according to user’s specification and connect the virtual resources in order to create an LINP.
· S5: Loading and execution of user services and applications
· User specific services and applications are loaded to the created LINP and are executed.

· User can manage and monitor the status of the LINP and services/applications.

· S6: Termination of LINP

· After execution of services/applications, the information regarding the LINP is removed from Clearing House. Aggregate Manager and Component Manager release the allocated virtual resources and LINP is deleted.

10.1.3. Router software architecture
This section presents references or software implementation profiles in order to support virtualization in the router. It also defines interfaces between router software and control framework.

[TBD]

10.1.4. Router hardware architecture
This section provides considerations of hardware architecture in order to support virtualization in the router.

[TBD]
10.2. Application aspects

Figure 10-5 shows an example of relation between applications and LINPs. Each application accesses the LINP to control the functionality of the LINP, such as routing. Multiple applications may access the same LINP.
[Ed. Note 17] Terms and definitions of “physical network infrastructure”, “LINP”, and “virtualized network management” should be aligned with the previous sections.
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Figure 10-5: Relationship between application and LINP
Figure 10-6 shows another example of relation between applications and LINPs. Here, application platform is introduced. The task of Application platform is to receive requests from the application and (1) access LINP to control the functionality of the LINP, (2) access virtualized network management to reconfigure LINP. 

[Ed. Note 18] An explanation of large and small arrows in the figure should be added.

[Ed. Note 19] An explanation of why the application platform needs to reconfigure LINP (ex. to optimize resource usage) should be added.
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Figure 10-6: Relationship between application and LINP
10.3 Mobility aspects

Figure 10-7 illustrates the relationship between LINPs and network elements. Each application can be moved from one LINP to another. In addition, a number of resources and system images can be added and removed according to the user's demand or requirement of the network performance. Therefore, the manager of LINPs should handle their mobility in real-time or in the scheduled time. 
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Figure 10-7: Relationship between LINPs and network elements
10.4. Other aspects
[TBD]
11. Security considerations

[TBD]

Annex A : Use cases

[Ed Note 20] use-cases should be described carefully; only indispensable use-cases should be written in the main body, and it should be short not to harm readability of normative part. With that, editors will massage the text here to fit into applicability section. 
[Ed Note 21] in general use cases here are very specific. Generalizing it could be a good exercise to think applicability of these use cases, and the applicability of network virtualization technology.
[Ed Note 22] Further contributions about generalized use cases are invited.

[Ed Note 23] many people believe virtualized network is a part of the cloud computing, or computing technologies. We must be very careful of this perception, and a use case that clears this point is highly necessary.
[Ed Note 24] Further contribution investigating the use cases relationship between network virtualization and cloud computing is invited.

In this annex, the systematic knowledge of the use cases of network virtualization is described in order to clarify the purpose of network virtualization technology. The systematic description can be used as a guideline for describing the use cases, so further contributions regarding use cases should follow this guideline. 

[Ed Note 25] the floor agreed that this is a good guideline to submit use cases. In the use-case appendices it should be mentioned that future contribution of use cases should follow this guideline. 
In A.1, the list of use cases of network virtualization and the current status of network virtualization technology for each use case, and the categorization of use cases in A.2 are described.

A.1. List of use cases of network virtualization and current degree of maturation

A.1.1. Case1: This use case describes experiments on the feasibility of new network architectures [1] 
A.1.1.1 Use case 
Who
· National research institutes
To whom
· Researchers interested in the new network architecture 

Why
· Testing the feasibility of the new network architectures in large-scale experimental networks or testbeds is vital to foster innovation in network architectures. Many experiments can be performed in a single experimental network or testbed using virtualization technologies. The experimental networks and testbeds provide the complete network environment and the operation experience of new network architectures and innovative network technologies. The experimental networks and testbeds also show key features of the systematic knowledge. Thus, experimentations over experimental networks or testbeds can be used to find unexpected effects and to overcome the limitations of the implementation.  

What
· Researchers will require a virtual network, which can work with customized protocols to test newly, developed research ideas.
When
· This service is needed now.

A.1.1.2 Current status of technology

There are on-going project developing open standard such as OpenFlow [x] that allows running of experimental protocols in programmable flow switches.

 [Ed Note 26] Whether to include particular project name in FG-FN document or not is to be discussed FG-FN management level

Control frameworks for resource contention management are under development.

A.1.2 Case 2: Network virtualization for application service providers
A.1.2.1 Use case
Who
· Application service providers who own the computer systems and local area network infrastructures. The application service provider enables their customers to use the computer systems.
[Ed Note 27] the terms and concepts used in these use cases, e.g., application service provider, needs to be clarified.
[Ed Note 28] Further contribution is invited in order to clarify the meaning of application service provider.

To whom
· Application service providers 

Why
· Application service providers deploy computer systems in multiple locations to improve their service availability. When the systems in location (A) are out of order, all applications running on these systems are run on the systems in another site (B) instead. In this case, it is desirable that the application-user is not aware of this change. Thus, the systems deployed in different locations should be handled in the same manner as those located in the same location.
What
· One virtual computer system consists of multiple computer systems deployed in different locations, and one virtual network output link consists of multiple network output links deployed in different locations. The virtual computer system and virtual network output links should be synchronized.
When
· Application service provider requires these services now.
A.1.2.2 Current status of technology

A.1.3 Case 3: Network virtualization for the network service provider (owner and maintainer of network infrastructure)
A.1.3.1 Use case

Today there are network service providers who own several different networks and provide several different services on each network. Networks should be operated using its management policy according to each service quality. For example, PSTN, dedicated line service, internet service, and mobile network service.

Several service networks must be composed from common physical network infrastructure. 

Ex. multilayer network architectures.
A.1.3.2 Current status of technology
Logical router technology is implemented in commercial products. With this technology, multiple virtual routers can be created on one router, and IP routing protocol can be performed on virtual routers independently.
With programmable flow switching technology, the forwarding table of switch nodes can be controlled by the external servers.

The management framework for virtual networks, which consist of multiple-layer resources (ex. WDM-circuit and packet-switching networks) are under development. The virtual networks must be completely isolated from each other and the physical resource be optimally used.

A.1.4  Use cases of mobility in virtualized network
A.1.4.1 User/Application Mobility

Figure A-1 shows use cases of user and application mobility in virtualized network.
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Figure A-1. Uses cases of user and application mobility

Each virtualized network may provide different network resources. In this example, LINP 1 is created based on a low-power network resource with very limited CPU power and bandwidth. LINP 2 is created based on a large network resource, which can provide much bandwidth and processing power. In this case, User 1 is currently connected with LINP 1 to use application APP1. When User 1 needs to use application APP 2 which requires high computing power, the LINP manager discovers LINP 2 for User 1. In addition, if User 1 still needs to use APP1, APP1 can be accessed from LINP 2 or APP1 can be moved from LINP 1 to LINP 2 for User 1. Therefore, the LINP manager will handle not only the user mobility but also the mobility of application, which is used by the user in the previous LINP.

A.1.4.2 Resource/System Image Mobility

Figure A-2 shows use cases of system image and resource mobility. 
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Figure A-2. Uses cases of system image and resource mobility

In this example, the system images can be moved from LINP 1 to LINP 2 according to user's demand, application type, and other reasons without any interruption. Furthermore, both system images and resources can be added to LINP 1, and removed from LINP 2 in order to achieve high network performance and energy saving. Therefore, the LINP manager should handle the mobility of system images and resources between LINPs.

A.1.5. Case 5: other possible cases

There are other possible use cases, and they will be added to this document.

A.2 Use case categories and their applicability

T.B.D.
____________
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